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Abstract. Insurance costs refer to the fees charged by insurance companies to customers to pay for possible risks and losses. Insurance costs are usually based on the personal information of the insured, such as age, gender, occupation, health status and so on. For insurance companies, it is very important to accurately predict insurance costs, because it is directly related to the company's profits and risk control capabilities. The purpose of using regression algorithm to predict insurance expenses is to make insurance companies evaluate customers' risks more accurately and make more reasonable insurance expenses, so as to better manage risks and improve the company's profitability. In addition, for individuals, knowing their own insurance cost forecast results will also help them make better decisions and choose the most suitable insurance products to protect themselves and their families. In order to improve the pricing accuracy and profit rate of insurance companies, this study uses regression algorithm to predict insurance costs. It uses real anonymous data sets, which contain information of the insured from different regions, different ages, different sexes and different smoking status. It uses the comparison algorithm function of regression algorithm, which contains dozens of algorithms and covers all regression algorithms and compare their prediction performance. Our data set takes into account various factors that affect the insurance cost, such as age, gender, body mass index, smoking status and so on. And add them to the model as independent variables. It uses cross-validation to evaluate the generalization ability of the model and R2 index to evaluate the prediction performance. The results show that GBR has the best prediction performance, with R2 of 87%. Our research provides an accurate method for insurance companies to predict insurance costs, which is helpful for insurance companies to formulate more reasonable pricing strategies and improve market competitiveness.
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1. Introduction

The insurance industry is a kind of risk management business, whose purpose is to provide financial support to customers when they suffer some unforeseen losses. Insurance companies need to formulate insurance fees according to factors such as customers' risk levels and historical data. This will ensure that the insurance company can make a profit when making claims, and at the same time ensure that customers can be guaranteed when taking risks. Using regression algorithm to predict insurance cost is a method based on historical data and risk assessment. Regression algorithm is a method to predict unknown values by establishing mathematical relations between variables, which can be used to predict continuous numerical variables. When forecasting the insurance cost, It can use regression algorithm to forecast the insurance cost of customers. The training process of regression model needs to use a lot of historical data, such as the age, gender, occupation, disease history and other information of customers, as well as the historical claims data of customers. Through the analysis of these data, the regression algorithm can learn the mathematical relationship between variables, thus predicting the insurance cost of customers. The significance of the regression algorithm in forecasting insurance expenses lies in that it can help insurance companies to predict insurance expenses of customers more accurately. In this way, insurance companies can formulate
more reasonable insurance plans and prices and reduce unnecessary losses and risks. At the same
time, customers can better understand the risks they need to bear and the corresponding premiums
and improve customer satisfaction and loyalty. In addition, for the insurance industry, the use of
regression algorithm to predict insurance costs can also help insurance companies improve market
competitiveness and economic benefits. From a global perspective, there are many ways to use
algorithms to predict insurance costs, and their uses are different. It is a good way to change the
operation mode of insurance with mixed model, because it is more transparent and fairer to
policyholders, and the details of the amount are clear at a glance [1]. In addition, using data mining
technology to price premiums can better control risks [2]. The application of neural network method
in automobile insurance is a new attempt, which can predict the problem of claim payment[3]. As
mentioned earlier, the effect of mixed mode on insurance is also mentioned. Here, some scholars have
studied the important factors that affect the purchase of insurance policies by new users by combining
various models [4]. Calculating the premium is another application in the insurance field, and he pays
attention to estimating the premium. The value of the final premium can be calculated by using the
improved Markov model to improve the market competitiveness of insurance types [5]. Using
machine learning to design insurance packages based on demand is a new application, which will
attract customers' attention [6]. Using GLM algorithm can reasonably supervise the premium [7]. The
analysis of national disease data can predict high-cost medical expenses [8]. In short, various
applications in the insurance field provide a good space for machine learning algorithms, and various
applications will become more important in the future.

2. Methodology

2.1. Gradient Boosting Regressor

An ensemble learning algorithm based on decision tree is used to solve regression problems. Based
on the idea of gradient lifting, it trains a new model each time to fit the residual of the previous model,
and finally weights and sums the prediction results of all models to get the final prediction result. It
usually has better prediction performance and generalization ability than a single decision tree. In
GBR, each model is a decision tree, and each decision tree contains several nodes and leaf nodes, and
each node corresponds to a feature and a threshold[9]. By comparing the eigenvalues and thresholds
of samples, samples are assigned to the left subtree or the right subtree. The leaf node corresponds to
an output value, that is, the prediction value of the model to the input features.

\[
y = \sum_{i=1}^{n} f(x) \tag{1}
\]

Where \( y \) is the predicted value of the model, \( n \) is the number of models, and \( f_i(x) \) is the
predicted value of the \( i \) model to the input sample \( x \). In the training process, the predicted value of
each model is the residual of the previous model, namely:

\[
r_{ij} = y_j - \sum_{k=1}^{i-1} f_k(x_j) \tag{2}
\]

Where \( y_j \) is the real output value of the sample \( j \), \( i \) is the number of the current model, \( f_k(x_j) \) is
the predicted value of the \( k \) model to the sample \( j \), and \( r_{ij} \) is the \( i \) model to the sample \( j \). Every new
model must fit the residual \( r_{ij} \), and finally get a new model \( f_i(x) \), which is added to the current model
sequence. The parameters of GBR include decision tree depth, learning rate, sub-sampling and so on,
which can be optimized by cross-validation and other methods.

2.2. Random Forest Regressor

The decision tree integration method is used for regression analysis. It is a powerful algorithm and
is suitable for many different types of regression problems. Random Forest Regressor is used to
predict the value of a target variable, which is composed of multiple input variables. For example, if
we want to predict the price of a person's house, it can use Random Forest Regressor to predict the
price, which may be affected by many factors such as the location, size and building year of the house[10]. The calculation formula of Random Forest Regressor is relatively complex, and it is an integrated method based on decision tree. In Random Forest, it creates multiple decision trees and combine them to produce the final prediction result. Each decision tree is trained on a random subset of data, which helps to prevent over-fitting and improve the robustness of the model. Random Forest's formula is as follows:

\[
\hat{y}_i = \frac{1}{N} \sum_j = 1^N T_j(x_i)
\]  

Where \( \hat{y}_i \) is the predicted value of the target variable, \( N \) is the number of decision trees, and \( T_j(x_i) \) is the predicted value of the j decision tree pair input \( x_i \). Random Forest uses the average value to calculate the predicted values of multiple decision trees, so as to get the final prediction result.

2.3. Residuals

Refers to the difference between the observed value and the predicted value of the model, which is a common way to evaluate the goodness of fit of the model. Residual is a measure of the model's ability to explain data. If the model can explain data well, the residual should be small, otherwise it will be large. Usually, it uses residuals to evaluate whether the model can fit the data well, that is, whether the model can explain most of the variance in the data. If the residual distribution of the model is uneven or there are obvious patterns, it may indicate that the assumptions of the model are not in line with the actual situation and the model needs to be adjusted or re-selected. In regression analysis, residuals are often used to evaluate the goodness of fit of models. Generally speaking, the smaller the residual is, the better the model fits[11]. In addition, the normality and independence of residuals are also important indicators for evaluating regression models. Residual is an important tool to evaluate the goodness of fit of the model. By analyzing and testing the residual, it can help us to judge whether the model conforms to the actual situation and whether it needs to be improved and optimized. The formula is:

\[
e(i) = y(i) - \hat{y}(i)
\]  

Where \( e(i) \) represents the residual of the i observation, \( y(i) \) represents the actual value of the i observation, and \( \hat{y}(i) \) represents the predicted value of the i observation. This formula shows that the residual is the difference between the observed value and the predicted value, that is, the error between the actual value and the predicted value. The smaller the residual is, the better the prediction ability of the model is.

2.4. Prediction error

Difference or error between the predicted value and the actual observed value. The smaller the prediction error, the higher the accuracy of the model. Data sets are usually divided into training sets and test sets. In the training process, the model is trained by using the training set data, and the performance of the model is evaluated by the test set data. The prediction error is to measure the performance of the model by comparing the difference between the actual observed values of the test set and the predicted values of the model. Various indicators are usually used to calculate the prediction error, including mean square error (MSE), mean absolute error (MAE) and log loss. Taking the \( R^2 \) as an example, the calculation formula is as follows:

\[
R^2 = 1 - \frac{SS_{res}}{SS_{tot}}
\]  

Where \( SS_{res} \) is the sum of squares of residuals, indicating the difference between the predicted values of the model and the actual observed values; \( SS_{tot} \) is the sum of total squares, which indicates the difference between the dependent variable and its mean. The numerator in the formula represents the degree of variation of the dependent variable that cannot be explained by the model, and the denominator represents the total degree of variation of the dependent variable[12]. It can be seen that \( R^2 \) measures the fitting degree of the model by calculating the ratio of the degree of variation of the
dependent variable that can be explained by the model to the total degree of variation. When the predicted value of the model is very close to the actual observation value, $SS_{res}$ will become smaller, and $R^2$ will be close to 1, indicating that the model fits well. On the other hand, when there is a big gap between the predicted value of the model and the actual observed value, $SS_{res}$ will increase, and $R^2$ will be close to 0, indicating that the model is poorly fitted.

2.5. Feature importance Plot

A chart for visualizing the importance of features. In data analysis and machine learning, multiple features are usually used to train models. The importance of features can help us understand which features have the most influence on the prediction results of the model. In the feature importance diagram, the influence of each feature on the prediction accuracy of the model is usually displayed. Generally speaking, the higher the feature importance score, the more important the feature is to the prediction results of the model. This kind of chart can help us identify the most important features, so as to better understand how the model predicts.

3. Results

3.1. Data set

An insurance basic data from an insurance company, this data set contains seven data fields, such as age, gender, bmi, number of children in the family, smoking or not, region and charges. The total data volume is 1038. It will use 70% of the data for algorithm training and 30% for testing. The target field of forecast is insurance expense. Table 1 below will show some data:

<table>
<thead>
<tr>
<th>Age</th>
<th>Sex</th>
<th>Bmi</th>
<th>Children</th>
<th>Smoker</th>
<th>Region</th>
<th>Charges</th>
</tr>
</thead>
<tbody>
<tr>
<td>36</td>
<td>male</td>
<td>27.55</td>
<td>3</td>
<td>no</td>
<td>northeast</td>
<td>6746.7425</td>
</tr>
<tr>
<td>53</td>
<td>female</td>
<td>22.61</td>
<td>3</td>
<td>yes</td>
<td>northeast</td>
<td>24873.3849</td>
</tr>
<tr>
<td>56</td>
<td>female</td>
<td>37.51</td>
<td>2</td>
<td>no</td>
<td>southeast</td>
<td>12265.5069</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.2. Compare models

By comparing the algorithm functions, the best performance algorithm is obtained in the same data set. In this paper, the performance of $R^2$ is compared. Table 2 is the result data of the best algorithm finally obtained.

<table>
<thead>
<tr>
<th>Model</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
<th>R2</th>
<th>RMSLE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gradient Boosting regressor</td>
<td>2541.0830</td>
<td>21037135.7904</td>
<td>4452.2000</td>
<td>0.8453</td>
<td>0.4536</td>
<td>0.3202</td>
</tr>
<tr>
<td>Random Forest Regressor</td>
<td>2621.3262</td>
<td>22649147.1096</td>
<td>4642.6662</td>
<td>0.8348</td>
<td>0.4797</td>
<td>0.3421</td>
</tr>
</tbody>
</table>

3.3. Analyze model

In this paper, residuals, prediction error and feature importance plot will be used to analyze the Gradient Boosting regressor graphically. The first is residuals, you can see figure1:
Although $R^2$ reaches 92.8% in the training set, it is only 79% in the test set, which shows that the generalization ability of the algorithm is not strong, and there is a certain gap between the training and test results. In addition, over-fitting may also lead to differences in residuals between the training set and the test set. If the model is over-fitted on the training set, it may over-match the noise and details in the training set, which may lead to poor performance on the test set. Therefore, when evaluating the prediction performance of the model, it is necessary to evaluate the performance of the model on different data sets by cross-validation, so as to understand the generalization ability of the model more accurately.

Looking at Figure 2, the best fit line is basically consistent with the verification line, $R^2=79\%$, and most of the points are on the diagonal, but some points are far from the diagonal.

Fig. 1. Residuals for gradient boosting regressor model

Looking at Figure 3, smoking has the greatest influence on the final premium, and the second influence is bmi, because smoking will lead to health, which will lead to the increase of premium.

Fig. 2. Prediction error for Gradient Boosting regressor

Fig. 3. Smoking has the greatest influence on the final premium, and the second influence is bmi, because smoking will lead to health, which will lead to the increase of premium.
3.4. Prediction and Test data

Through a series of operations such as parameter optimization of the algorithm, it is finally obtained that R² is 87% as shown in the table 3.

Table 3. Optimized Gradient Boosting regressor

<table>
<thead>
<tr>
<th>Model</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
<th>R²</th>
<th>RMSLE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gradient Boosting regressor</td>
<td>2401.6756</td>
<td>15038753.6142</td>
<td>4021.25631</td>
<td>0.8710</td>
<td>0.4012</td>
<td>0.2973</td>
</tr>
</tbody>
</table>

Table 4 shows the comparison between the predicted value and the actual value in the training set. Although the two values are very close, there are still differences.

Table 4. Comparison between predicted value and actual value of training set

<table>
<thead>
<tr>
<th>Age</th>
<th>Sex</th>
<th>Bmi</th>
<th>Children</th>
<th>Smoker</th>
<th>Region</th>
<th>Charges</th>
<th>Prediction_label</th>
</tr>
</thead>
<tbody>
<tr>
<td>36</td>
<td>male</td>
<td>27.55</td>
<td>3</td>
<td>no</td>
<td>northeast</td>
<td>6746.7425</td>
<td>8345.66</td>
</tr>
<tr>
<td>53</td>
<td>female</td>
<td>22.61</td>
<td>3</td>
<td>yes</td>
<td>northeast</td>
<td>24873.3849</td>
<td>24613.59</td>
</tr>
<tr>
<td>56</td>
<td>female</td>
<td>37.51</td>
<td>2</td>
<td>no</td>
<td>southeast</td>
<td>12265.5069</td>
<td>12380.81</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Table 5 shows the comparison between the predicted value and the actual value in the test set, and the comparison result is worse than that in the training set.

Table 5. Comparison between predicted value and actual value of test set

<table>
<thead>
<tr>
<th>Age</th>
<th>Sex</th>
<th>Bmi</th>
<th>Children</th>
<th>Smoker</th>
<th>Region</th>
<th>Charges</th>
<th>Prediction_label</th>
</tr>
</thead>
<tbody>
<tr>
<td>33</td>
<td>female</td>
<td>18.5</td>
<td>1</td>
<td>no</td>
<td>southeast</td>
<td>4766.0219</td>
<td>5557.3022</td>
</tr>
<tr>
<td>26</td>
<td>male</td>
<td>27.05</td>
<td>0</td>
<td>yes</td>
<td>northeast</td>
<td>17043.34</td>
<td>21117.7366</td>
</tr>
<tr>
<td>64</td>
<td>female</td>
<td>31.8</td>
<td>2</td>
<td>no</td>
<td>northeast</td>
<td>16069.08</td>
<td>14459.0491</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
4. Conclusion

Regression algorithm can use known insurance data to predict future insurance costs, thus helping insurance companies to better evaluate risks and formulate insurance strategies. In this paper, the age, sex, smoking history and health index of the insured are analyzed by regression algorithm to predict the insurance cost, although the performance is 87% in the end. However, there is still a certain gap between the predicted value and the actual value, especially in the test set. Therefore, this point is the biggest deficiency in this paper, and it is necessary to use a larger number of samples and other algorithms such as neural network algorithm in the future research to verify whether it can get better results. In a word, using regression algorithm to predict insurance costs can provide valuable information for insurance companies to help them better manage risks and formulate insurance strategies. However, any prediction result should be further analyzed and evaluated to ensure its accuracy and reliability.
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