Temperature and key element content prediction based on BP neural network optimized by genetic algorithm
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Abstract. In the process of metal smelting, the precise control of temperature and key element content has important significance in improving the performance of metal smelting. This paper uses the values of 2048 light intensity to predict the flame temperature and the content of key elements in the raw materials in real time. First, feature extraction of optical information data based on polynomial fitting model is established to find the characteristics of optical information data, and then these features will be extracted. Then, establish the prediction model based on the BP neural network to probe the relationship between Kelvin temperature $T$ and key element content $C$.
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1. Introduction

As the demand for target metals continues to rise, the efficiency and environmental impact of metal smelting processes have become increasingly crucial areas of focus. The fundamental working principle of metal smelting involves placing metal materials into a specialized furnace and melting them at specific temperatures. This process enables harmful elements to be controlled or eliminated while retaining or increasing the concentration of useful elements, resulting in the production of target metals with optimal performance.

The final outcome of the smelting process is largely determined by the temperature within the furnace and the content of key elements present in the raw materials. Given the importance of these factors, this paper proposes the use of light intensity measurements, specifically values of 2048, to accurately predict flame temperature and key element concentrations in real time. By doing so, the proposed approach can help improve the overall efficiency and effectiveness of metal smelting processes while minimizing their environmental impact.

2. Model establishment and solution

2.1. Feature extraction of optical information data based on polynomial fitting

(1) Analysis of spectral information data

The amount of data received by the photodetector every 0.5 seconds is 2048, in order to use the values of 2048 light intensities to predict the temperature of the flame and the content of key elements in the real-time feedstock, if the data of 2048 light intensity values at a certain time are taken as input, the flame temperature and the key element content of the key element are taken as the output, there will be a large error in the structure of the mathematical model because of the relatively large input quantity. In order to improve the applicability of the prediction model, the characteristic values of one or more light intensity data are extracted to reduce the input data [1].

To extract the characteristic value of light intensity data, the original data is processed and analyzed firstly, without considering the time factor, and the wavelength intensity relation diagram is made by using MATLAB, as shown in Figure 1.
Figure 1. The relation of light intensity and wavelength

It can be seen from Figure 1, the variation of light intensity with wavelength is fluctuating, there is no monotone, and there is a peak and invalid data. (That is, the data value is too large, and the trend is not in conformity with the surrounding data), but in a certain range of wave band, it has a very obvious monotony [2], and the whole graph of Figure 1 can be replaced by a smooth curve. And on the data processing, the data which is consistent with the curve of the data has a good regularity, can get a very good fitting result.

In order to characterize the spectral characteristics better, this paper selects the full band, selects 3 lights [3] ( f 700 - f 1200, f 1400 - f 1550, f 1700 - f 1900 ) monotone band is fitted [4].

(2) The establishment of polynomial fitting equation

In the polynomial fitting of the data, assuming a given data point \((x_i, y_i)\) \((i = 0, 1, \ldots, m)\), is a class of functions that are not more than \(n\) \((n \leq m)\) of the number of times. Now solving \(p_n(x) = \sum_{k=0}^{n} a_k x^k \in \Phi\) to make:

\[
I = \sum_{i=0}^{m} [p_n(x_i) - y_i]^2 = \sum_{i=0}^{m} (\sum_{i=0}^{n} a_k x_i^k - y_i)^2 = \min
\]  

(1)

When the fitting function is polynomial, it is called the polynomial fitting, and if satisfying the formula of 1. It is called the least square fitting polynomial. In particular, when \(n = 1\), it is called a linear fitting or a straight line fitting.

The above question is the same to search extremum problem of \(I = I (a_0, a_1, \ldots, a_n)\), According to the necessary condition for the extremum of multivariate function, this paper can get:

\[
\frac{\partial I}{\partial a_j} = 2 \sum_{i=0}^{m} (\sum_{i=0}^{n} a_k x_i^k - y_i) x_i^j = 0
\]  

(2)

\[
\sum_{k=0}^{n} (\sum_{i=0}^{j+k} x_i^j y_i) a_k = \sum_{i=0}^{j} x_i^j y_i
\]  

(3)

The above formula is the linear equations about \(a_0, a_1, \ldots, a_n\), which can be shown in matrix:

\[
\begin{bmatrix}
    m + 1 & \sum_{i=0}^{m} x_i & \ldots & \sum_{i=0}^{m} x_i^n \\
    \sum_{i=0}^{m} x_i & \sum_{i=0}^{m} x_i^2 & \ldots & \sum_{i=0}^{m} x_i^{n+1} \\
    \vdots & \vdots & \ddots & \vdots \\
    \sum_{i=0}^{m} x_i^n & \sum_{i=0}^{m} x_i^{n+1} & \ldots & \sum_{i=0}^{m} x_i^{2n}
\end{bmatrix}
\begin{bmatrix}
    a_0 \\
    a_1 \\
    \vdots \\
    a_n
\end{bmatrix}
=
\begin{bmatrix}
    \sum_{i=0}^{m} y_i \\
    \sum_{i=0}^{m} x_i y_i \\
    \vdots \\
    \sum_{i=0}^{m} x_i^{2n} y_i
\end{bmatrix}
\]  

(4)
Formula (3) or formula (4) is called the normal equations or method equations. It can be proved that the coefficient matrix of the equation group (4) is a positive definite matrix, so there is a unique solution. \( a_k (k = 0, 1, n) \) can be obtained from the formula (4), and the polynomial can be obtained.

\[
p_n (x) = \sum_{k=0}^{n} a_k x^k
\]  

(5)

It can be proved that \( p_n(x) \) in formula (5) is satisfied with the formula (1), which is to say that \( p_n (x) \) is the polynomial fitting. The \( \sum_{i=0}^{m} [p_n(x_i) - y_i]^2 \) is known as the square error [5] of the least square fitting polynomial \( p_n(x) \), recorded as

\[
\|r\|_2^2 = \sum_{i=0}^{m} [p_n(x_i) - y_i]^2
\]

(6)

By the formula (6), the result can be obtained:

\[
\|r\|_2^2 = \sum_{i=0}^{m} y_i^2 - \sum_{k=0}^{n} a_k (\sum_{i=0}^{m} x_i^k y_i)
\]

(7)

The rough scatter diagram of the function can be drawn according to the data given by each waveband, such as \( f_700 - f_1200 \), which is shown is Figure 3. The data in this waveband is in line with the two-degree polynomial fitting. Therefore, the value of the above polynomial principal k is 2, and the two-degree polynomial can be expressed as:

\[
p2 (x) = ax^2 + bx + c
\]

(8)

Among them, \( a, b, c \) are respectively the undetermined coefficients of the independent variable light intensity of different power.

Figure 2. Scatter diagram of initial data

Scatter diagram of initial data is shown in figure 2. The function expression obtained after fitting contains all the data information in the corresponding waveband, so each data sample set is divided into three wavebands, which can get a set of value \( a, b, c \), and it is recorded as: \( a1, b1, c1, a2, b2, c2, a3, b3, c3 \). With time \( t \), the cumulative consumption of combustion gas \( Q \), combustion gas cumulative consumption ratio \( P \), and the Kelvin temperature \( T \) and the content of key element \( C \), a set of optical data feature parameters \( (t, Q, P, a1, b1, c1, a2, b2, c2, a3, b3, c3, T, C) \) which can be representative of data samples can be obtained. Do the same processing of each data sample set, and finally the characteristics of optical data can be got.

2.2. Kelvin temperature and key element prediction based on artificial neural network

The contents of Kelvin temperature \( T \) and key element \( C \) both will have an important impact on the performance of metal smelting, so accurate prediction of temperature and content of \( C \) are very important to improve the efficiency and quality of smelting. Metal smelting process is complex, involving a number of components, and it is a complex nonlinear system, it is difficult to accurately
predict the content of T and key elements C in general mathematical model. Neural network has strong nonlinear, self-organization, self-learning ability, can handle non-linear information. Using BP neural network method, the sample data can be fast and effectively locked

(1) The basic principle of artificial neural network

Artificial neural network is an information processing system that imitates the function and structure of the biological nervous system. Neuron is the basic unit of artificial neural network [6], and it is generally a nonlinear element with multiple input and single output [1]. A neuron with r multiple input components is shown in Figure 3, among it, the input components are connected with the weight components which multiplies with it. And after the sum, the input of activation function can be formed.

![Neuron model diagram](image)

**Figure 3.** Neuron model diagram

Neuron model diagram is shown in figure 3. In addition to the effect of the input signal, the neuron output a is affected by other factors. Therefore, there is often an additional input signal b, called the deviation, also known as the threshold. The neural network is trained by the sample to learn and to change the internal connection weights and thresholds, so that the error of output value and the target value can be minimum [7]. The BP neural network model includes input layer, middle layer and output layer. The structure of neural network model is shown in Figure 4.

![BP neural network](image)

**Figure 4.** Sketch of BP neural network

(2) Neural network training and prediction

a. Determination of input and output layers

Input layer is the role of the buffer. The number of nodes selected in the input layer is too many, which makes the network too large. On the contrary, it cannot guarantee the effectiveness of the output results. In the input layer selection process, based on the feature information extracted from the optical data, 12 characteristic parameters of input layer are selected, which called, the corresponding output layer node number is 2, and the content of T and key elements in the Kelvin temperature, respectively.
b. Determination of the number of hidden layers

The number of hidden layers is the same important. Increase the hidden layer of the neural network, the ability of the network to extract input features will be increased accordingly, reducing the output error [8] and improve the training accuracy [3]. Unfortunately, that will greatly increase the time required for training, so the selected number of hidden layers of the network is two. According to the following empirical formula, select the number of hidden layer neurons.

\[
\begin{align*}
    h &= 2m + 1 \\
    h &= \sqrt{m + n + a} 1 < a *< 10 \\
    0.02m < h < 4m \\
    h &= log_2^n
\end{align*}
\] (9)

Where: \( h \) is the number of hidden layers; \( m \) is the number of input layers; \( n \) is the number of output layers. The structure of BP neural network predicting the relationship between Kelvin temperature \( T \) and key element \( C \) is \((10,21,2)\), the neuron activation function of the hidden layer and the output layer of the network are respectively selected by tansig and logsig.

c. Selecting the Initial Value of the Network

The connection weights of neurons are particularly important. If the initial value is too large, the network will be in the beginning of training into the saturation region of S type function, resulting in local optimal, on the contrary, it cannot guarantee the effectiveness of the learning efficiency. To avoid this, using random weight method of randomly selected double \([9]\) type on the real \([-1,1]\).

d. Selecting the Learning Rate and Expected Error

The learning rate will directly affect the length of training time. The choice of learning rate is too large, the stability of the system will be affected, on the contrary, it cannot guarantee the effectiveness. On the basis of this, a smaller value 0.05 is chosen when choosing the learning rate.
Fig. 6. Training effect chart of Kelvin temperature

Through the prediction curve fitting analysis of predicted value and actual value in Fig.5-6, it can be found in the use of BP neural network to predict the content of key elements that there is a large error in the early prediction, and the later predicted value is in agreement with the actual value. When the number of trainings reached fourteenth times, it can achieve the best prediction performance [10], and the mean square error is 0.00032564. When the BP neural network is used to predict the Kelvin temperature, the predicted Kelvin temperature is in agreement with the actual temperature, only a small number of points have occurred fluctuations. In the determination of the training accuracy of 0.001, the temperature of the best verification performance appears in the tenth training, the mean square error is 0.00045701.

Generally speaking, the BP neural network is used to predict the temperature and the key element content of Kelvin, and the prediction accuracy is high.

2.3. The design of cross experimental

In the second problem, the Kelvins temperature T and the content of key elements were predicted by BP neural network. And the training device net(k) _ key and net(k) _ T (k = 1, 2, 3) is obtained by training the relationship of each data sample set. In order to verify the universality of generated net(k) _ key and net(k) _ T, the design is as follows:

(1) Cross experimental design of key element

Three training devices about key element data sample set can be obtained by the training of neural network. Then the training device net(k) _ key is used to train the sample set 1, 2, 3, so that the contrast and error diagrams of predictive value and actual value of key element of each sample set can be got, which are shown in Figure 7.
Figure 7. Effect chart of training device net(0)_key

Figure 8. Effect chart of training device net (1)_key

Figure 9. Effect chart of training device net (3)_key
Effect chart of training device net (3) _key and net (1) _key is shown in figure 8-9

By analyzing the contrast and error diagrams of predictive value and actual value of key element of each sample set which are trained by net (k) _key, the result can be got:

By training the sample set, the predictive value of the key content of the sample set is basically consistent with the actual value, and the error of the actual value and the predicted value is close to 0 with the increase of the number of trainings.

By using the training of net (0) _key as the training device, it can be obtained that the predicted value of the key content of the sample set 1 is close to the actual value with the increase of the training times, while training of sample set 2, when the training time is small, the error between the predicted value and the actual value is small.

By using the training of net (1) _key as the training device, it can be obtained that the predicted value of the key content of the sample set 0 is close to the actual value with the increase of the training times, while there is a large error between the predicted value and the actual value in sample 2.

Similarly, by using the training of net (1) _key as the training device, it can be obtained that the prediction value of key content of sample set 0 is consistent with the actual value, while the prediction value of sample set 1 has a large error with the actual value, as the number of training increases.

In summary, Net (0) _key can be used to get the sample set of 0 and sample set 2 of the key content prediction, however, there is a large error when net (0) _key and net (2) _key was used to predict the content of key in the sample set 1. So, in the actual metal smelting process, in order to achieve the prediction of the key element content in the three sets of samples, only net (0) _key (or net (2) _key) and net (1) _key need to be generated to accurately predict the content of key elements.

(2) The design of temperature cross experiment

According to the above cross experimental process of key element, the contrast and error diagrams of predictive value and actual value of temperature T of each sample set can be got, which is shown in appendix.

By analyzing the contrast and error diagrams of predictive value and actual value of key element of each sample set which are trained by net (k) _key, the result can be got:

Net (2) _T can be used to get 3 sets of T content prediction. While with net (0) _key and net (2) _T for prediction of T content, there is a big error. Therefore, in the actual metal smelting process, in order to achieve the T content prediction of 3 sets of samples, just generating the training device net (2) _T to achieve the temperature prediction of 3 sample sets.

(3) Error analysis of cross experiment

In order to test the prediction effect of the BP neural network model established, the key element content and the association error between the temperature prediction value and the actual value were calculated by the formula (10).

\[
a_{ij} = \frac{\text{norm}(errij)}{\text{length}(errij)}
\]  

(10)

Through the analysis of the covariance matrix of key element prediction, the minimum error between the predicted value and the actual value of the key content can be get by using the trained trainers, and net (2) _key also can be used as the training device to predict the content of the key element in the sample set 0.

Through the analysis of the covariance matrix of temperature prediction, the training device can be obtained by training the sample set, use it to train its own set of samples, and the covariance error between the predicted temperature and the actual value is minimum. In a certain error threshold, to achieve the 3 sets of samples of the T element content prediction, only need to generate net (2) _T this trainer can achieve three sample set temperature forecasts.

In summary, by calculating the key element content and the covariance of temperature predicted value and actual value, the forecast effect is basically consistent with the conclusion of the problem. So, it can be considered that the model is reasonable and effective.
3. Conclusion

In the process of metal smelting, the precise control of temperature and key element content has important significance in improving the performance of metal smelting, reducing the production cost and achieving energy saving and emission reduction.

We firstly the wavelength - light intensity map of the original data is analyzed, and the optical information is found to be very obvious in a certain range. Then, through screening and seeking overlapping over the full waveband, three wavebands with monotonic variation \( f_700 \rightarrow f_{1200}, f_{1400} \rightarrow f_{1550}, f_{1700} \rightarrow f_{1900} \) are selected. Secondly, the polynomial fitting equations is established to fit three wavebands, and the parameters of the waveband information can be obtained.

with time \( t \), the cumulative consumption of combustion gas \( Q \), combustion gas cumulative consumption ratio \( P \), and the Kelvin temperature \( T \) and the content of key element \( C \), the parameters \( (t, Q, P, a_1, b_1, c_1, a_2, b_2, c_2, a_3, b_3, c_3, T, C) \) of optical data feature which can describe data samples can be obtained.

Then we establish the prediction model based on the BP neural network. The parameters \( (t, Q, P, a_1, b_1, c_1, a_2, b_2, c_2, a_3, b_3, c_3) \) which can describe the characteristics of optical data are selected as the input parameters of the model. The Kelvin temperature \( T \) and the content \( C \) of key elements are as the output parameter. Training device net - key, net - \( T \) which can describe the relationship of each data sample set is obtained through training, and the key element content and the Kelvin temperature \( T \) were predicted. The mean square error between the predicted value and the actual value was respectively 0.00032564 and 0.00045701, which shows that it has a higher accuracy.
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