Cross-Domain Person Re-identification Combining Feature Concatenation and Attention
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Abstract. To improve the insufficient generalization and poor cross-domain capability of the existing direct cross-dataset person re-identification methods, a cross-domain person re-identification method combining feature concatenation and attention (FCANet) is proposed. The deep features of the network are concatenated to complement the feature information and obtain discriminatively feature, and the position attention module is introduced to enhance the data feature representation capability of the cross-domain task, using the joint training network of label smooth cross-entropy loss and triplet loss, model training in the source domain, and directly deploy to the target domain for testing. To verify the performance of the proposed method, it was experimented on three public datasets of Market1501, DukeMTMC-reID and MSMT17, which mAP and Rank1 can reach 51.4% and 62.7% on Market1501. The results show that the proposed method has good performance in improving the generalization of cross-domain tasks, and the recognition accuracy outperforms the domain generalization algorithms of comparison.
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1. Introduction

Gheissari [1] first proposed the concept of Person Re-identification (Re-ID) in 2006, which plays an important role in public safety by the process of retrieving specific pedestrians under non-overlapping surveillance devices. Cross-domain Re-ID aims to make up for the visual limitations of a single, fixed camera and identify the same person under the cross-monitoring equipment, which is an important challenge of intelligence in the field of public security, can be applied to intelligent security, arrest of fugitives and other fields, which has important research significance.

With the development of deep learning, the use of deep learning technology to solve the problems in the field of Re-ID is favored by scholars. For example, Yang [2] take ResNet50 as the backbone network and introduce CBAM module to enrich the attention map by effectively combining spatial and channel attention. Fu [3] proposed a simple and effective horizontal pyramid matching (HPM) method to extract the local characteristics of person, which enhanced the local recognition ability of person. At present, Re-ID technology based on deep learning has achieved good performance on a single data set. However, due to the large deviation of data distribution, when the model trained in a certain data set is deployed to the target environment, the performance will be sharply reduced, which seriously limits the promotion and application of person re-identification technology.

Based on the problem of poor generalization of the Re-ID method in new unknown scenarios. Some scholars have proposed unsupervised domain adaptive method, the main idea is to use the clustering algorithm [4], [5] to generate pseudo-labels of the target domain image features without label information, using the cluster generated pseudo-labels on the target domain for supervised learning, or using the generated adversarial network [6] to migrate the labeled source domain data to the target domain, and then the model is trained with the generated target domain data. The unsupervised domain adaptive approach does provide performance gains compared to the traditional Re-ID approach. However, the unsupervised domain adaptive approach requires further learning on
the target domain, consumes a lot of resources and time when deployed, and is susceptible to background noise, limiting the application of the model in real-world scenarios.

In view of the insufficient generalization of cross-domain Re-ID, this article regards cross-domain performance decline as a domain generalization problem, directly using the Re-ID model trained by the source domain for any unknown target domain. A cross-domain person re-identification method FCanet with feature concatenation and attention mechanism is proposed to reduce the loss of feature information, pay attention to more detailed features, and make the final person feature description more discriminative. The main work of this article are as follows:

1. The feature concatenation strategy is proposed, through which the concatenation depth features can capture more delicate feature information when the information loss is less, and can better distinguish the same person and the similar person.
2. There is a domain offset in cross-domain evaluation, but there is an interrelated dependency between different features of the same person in the target domain, and the position attention module is introduced to selectively aggregate the characteristics of different positions and enhance the data feature representation ability of cross-domain tasks.
3. The metric learning adopts the union of the label smooth cross-entropy loss function and the triplet loss function, and adds the re-ranking [7] algorithm when testing.

2. Related work

Person re-identification as an instance-level recognition task, in 2019, Zhou et al. designed a novel deep CNN network in Re-ID, called omni-scale network (OSNet) [8], OSNet extracts the multi-scale features of person, which can not only capture different spatial scales but also encapsulate a synergistic combination of multiple scales, using a unified aggregation gate to dynamically fuse multi-scale features. The amount of parameters in the OSNet network is only 2.2M, which is much less than the ResNet50 standard in Re-ID.

Figure 1. The OSNet network architecture

Neural architecture search (NAS) [9] aims to automate the network architecture, and the early NAS methods were usually based on reinforcement learning or evolutionary algorithms. Literature [8] aims to solve the domain gap between different Re-ID data sets in pedestrian reconstruction and cross-domain assessment. Auto-searched instance normalization (AIN) is introduced to improve the generalization performance for cross-domain recognition.

3. Cross-Domain Person Re-identification Combining Feature Concatenation and Attention

3.1 Feature Concatenation Module

There are domain gaps in cross-domain re-ID. The feature description effect of a single feature map is not ideal, and the existing method uses the fusion of global and local features as the feature description sub-characters of person, and there is a problem that the local feature are excessively divided into images to make the feature lose information. Inspired by the literature, the OSNet-AIN is selected as the backbone network for feature extraction, in order to make the proposed feature more robust, the image features of the last two convolutional layers in the extracted network are concatenated together, so that the feature information is complementary and the information loss is reduced. The full connection layer in the network is replaced with the BN layer to obtain the final feature
description, thus improving the training speed of the network and improve the performance of cross-domain person re-identification tasks. Feature concatenation module is shown in Figure 2.

Figure 2. Feature concatenation module

### 3.2 Position Attention Module

Cross-domain person re-identification is affected by the factors of multi-complex scenes, and the inter-domain gap between domains makes the cross-domain recognition accuracy low. Although there is a domain gap between cross-domain person, there are interrelated dependencies between different characteristics of the same person. The Position Attention Module[10] (PAM) is introduced to obtain the dependence of any two positions in the feature map, and similar features are considered to be related to each other. The idea of the PAM module is to selectively aggregate features at each position by feature-weighted sums of all positions. A schematic diagram of the structure of the PAM module is shown in Figure 3.

Figure 3. The Position Attention Module

The PAM module is introduced to establish a rich context relationship on the depth features after concatenation, which then enhance the representation ability of features. After concatenation, the depth feature A changes the feature dimension multiplication to obtain the correlation degree matrix between any two points, and after softmax normalization, it can be obtained that the attention map \( S \) \(((16 \times 8) \times (16 \times 8)) \) of each position to other positions can be obtained, where the more similar the feature, the greater the response value, the darker the color. The response values of the attention map \( S \) are then weighted to the feature \( D \), and the points at each position fuse similar features in the global space through the attention map \( S \). Finally, the weighted feature map and the depth feature map are added to the corresponding elements to obtain the feature map \( F \) with more characterization ability.

### 3.3 Loss Function

Train the network using a joint combination of a label smooth cross-entropy loss function and a triplet loss function, with expression such as equation (1). The triplet loss function with balance weight is added to make the image distance of the same pedestrian closer, and the distance of different pedestrians is as far as possible, which improves the recognition accuracy of the model.

\[
L = L_{\text{softmax}} + \alpha L_{\text{triplet}} \tag{1}
\]
Where $L_{\text{softmax}}$ representing the cross-entropy loss function with label smooth, $L_{\text{triplet}}$ representing the triplet loss function, $\alpha$ is 0.5.

$$L_{\text{softmax}} = -\sum_{i=1}^{\mathcal{Q}} P(x_i) \log(Q(x_i))$$  \hspace{1cm} (2)

$$Q_i = \frac{\exp(z_i)}{\sum_{j=1}^{\mathcal{Q}} \exp(z_j)}$$  \hspace{1cm} (3)

$$p = (1-\epsilon)y + \frac{\epsilon}{K}$$  \hspace{1cm} (4)

Where $Q(x_i)$ is the confidence probability of each category, $P(x_i)$ is the probability after label smoothing, $K$ is the number of label categories, $\epsilon$ is the number of arbitrary small, when the label $y$ is true, $y = 1$.

4. Experiments

4.1 Datasets and Settings

In order to verify the effectiveness of the proposed method FCANet, the method was tested on four publicly available and commonly used datasets of Market 1501, DukeMTMC-reID, and MSMT17, and the results were compared with other commonly used person re-identification algorithms. The details of the four datasets are shown in Table 1. The experiment is based on the Pytorch framework, using the Torchreid library to build a network, and the operating system is Ubuntu 18.04.5 LTS (x86_64).

(1) The GPU is Tesla P100-PCIE-16GB, the memory is 16GB, and the version of Nvidia is 460.32.03.

(2) The CPU is Intel(R) Xeon(R) CPU @ 2.20GHz.

<table>
<thead>
<tr>
<th>datasets</th>
<th>cameras</th>
<th>IDs (T-Q-G)</th>
<th>Images (T-Q-G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market1501</td>
<td>6</td>
<td>751-750-751</td>
<td>12936-3368-15913</td>
</tr>
<tr>
<td>Duke</td>
<td>8</td>
<td>702-702-1110</td>
<td>16522-2228-17661</td>
</tr>
<tr>
<td>MSMT17</td>
<td>15</td>
<td>1041-3060-3060</td>
<td>30248-11659-82161</td>
</tr>
</tbody>
</table>

Table 1. Datasets Details Introduction


4.2 Implementation Details

The pre-trained osnet_ain_x1_0 network fine-tuned on the ImageNet datasets is used as the base network for training, the FCANet network proposed are used to extract the features, the input image size is 256×128, the data enhancement method is random flip, color jitter, and the margin of the triplet loss function is set to 0.3. The number of epochs is 150, during the first 10 epochs, the ImageNet pre-trained base network is frozen, the gradient is updated using the amsgrad optimizer, the initial learning rate is 0.0015, the learning rate is decayed by 0.1 per 60 epochs, the weight decay is 5e-4, and batch match-size is set to 64.

The performance of person re-identification model was evaluated using the mean Average Precision (mAP) and Cumulative Matching Characteristics (CMC) curves. CMC refers to the probability of successful matching of the previous K images, and this paper uses the probability of successful matching of the top 1 image, which are recorded as R-1.
4.3 Performance Contrast

To evaluate the effectiveness of the proposed cross-domain Re-ID method, the proposed method is compared with the popular algorithm for Re-ID in recent years on four publicly available Re-ID datasets. There are two groups of popular algorithms for comparison, firstly, an unsupervised domain adaptive method that needs to be trained on target domain data, including: 1) Domain invariant feature representation: TJ-AIDL\[11\](CVPR’18), PAUL\[12\] (CVPR’19); 2) Style migration-based approaches: SPGAN\[6\](CVPR’18), CSGLP\[13\]; 3) Methods for forming pseudo-labels based on clustering: SAL\[14\], NSSA\[15\]. Secondly, domain generalization methods that only need to be trained on the source domain and deployed directly in the target domain, including: ECNbaseline\[16\](CVPR’19), QAConv\[17\] (ECCV’20), OSNet-AIN\[8\](TPAMI’21), SBS\[18\] (ICCV’21), PABO-QAConv\[19\] and other algorithms.

The performance indicator pairs of different algorithms are shown in Table 2, where A→B represent datasets A as the source domain (training set), datasets B as the target domain (test set), and M and D represent datasets Market1501 and DukeMTMC-reID, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>M→D mAP</th>
<th>R-1</th>
<th>mAP</th>
<th>D→M R-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>TJ-AIDL[11]</td>
<td>23</td>
<td>44.3</td>
<td>26.5</td>
<td>58.2</td>
</tr>
<tr>
<td>2 SPGAN[6]</td>
<td>22.3</td>
<td>41.1</td>
<td>22.8</td>
<td>51.5</td>
</tr>
<tr>
<td>ECNbaseline[16]</td>
<td>14.8</td>
<td>28.9</td>
<td>17.7</td>
<td>43.1</td>
</tr>
<tr>
<td>4 PAUL[12]</td>
<td>35.7</td>
<td>56.1</td>
<td>36.8</td>
<td>66.7</td>
</tr>
<tr>
<td>5 CSGLP[13]</td>
<td>27.1</td>
<td>47.8</td>
<td>31.5</td>
<td>61.2</td>
</tr>
<tr>
<td>6 NSSA[15]</td>
<td>45.5</td>
<td>65.5</td>
<td>47.9</td>
<td>76.2</td>
</tr>
<tr>
<td>SAL[14]</td>
<td>48.5</td>
<td>67.6</td>
<td>38.7</td>
<td>65.3</td>
</tr>
<tr>
<td>QAConv[17]</td>
<td>28.7</td>
<td>48.8</td>
<td>27.2</td>
<td>58.6</td>
</tr>
<tr>
<td>QAConv+re</td>
<td>47.8</td>
<td>56.9</td>
<td>45.8</td>
<td>65.7</td>
</tr>
<tr>
<td>OSNet-AIN</td>
<td>30.5</td>
<td>52.4</td>
<td>30.6</td>
<td>61</td>
</tr>
<tr>
<td>SBS[18]</td>
<td>26.4</td>
<td>45</td>
<td>24.5</td>
<td>53.1</td>
</tr>
<tr>
<td>PABO-QAConv[19]</td>
<td>38.6</td>
<td>60.4</td>
<td>44.1</td>
<td>74.9</td>
</tr>
<tr>
<td>PBPM[20]</td>
<td>32.1</td>
<td>52.3</td>
<td>27.6</td>
<td>58.2</td>
</tr>
<tr>
<td>FCANet</td>
<td>36.6</td>
<td>57.1</td>
<td>31.4</td>
<td>61.4</td>
</tr>
<tr>
<td>+reranking</td>
<td>51.4</td>
<td>62.7</td>
<td>46.4</td>
<td>65.1</td>
</tr>
</tbody>
</table>

Table 2 compares the FCANet with the popular cross-domain Re-ID algorithm. Obviously, the mAP and Rank1 evaluation indicators of the FCANet network are higher than the listed domain generalization methods[16],[17],[8],[18]; and achieves better performance on target datasets than some unsupervised domain adaptive methods[11], [6], [12], [13], [20]. In the evaluation of datasets M → D, the mAP and Rank1 evaluation indicators of FCANet network reached 51.4% and 62.7%, respectively, in datasets D → M, the mAP and Rank1 reached 46.4% and 65.1%, respectively. Through the comparison of results, it can be seen that after the introduction of various strategies, the mAP and Rank1 on the two public datasets exceed the compared domain generalization methods, indicating that the proposed method has better recognition effect than other domain generalization methods.

The performance comparison results with popular algorithms verify the effectiveness of the proposed method. To further verify the generalization of the method, the network models trained on the Market1501 and DukeMTMC-reID datasets are deployed to the MSMT17 datasets that is more realistically adapted to the scenario. Popular algorithms for comparison are PTGAN\[21\](CVPR’18) based on style migration, method for forming pseudo-labels based on clustering: ECN(CVPR’19)[16], OSNet-AIN\[8\] based on domain generalization. The results are shown in Table 3. MS represent the datasets MSMT17.
Table 3. Performance comparison of different algorithms on the MSMT17 datasets

<table>
<thead>
<tr>
<th>Method</th>
<th>M→MS mAP</th>
<th>R-1</th>
<th>D→MS mAP</th>
<th>R-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTGAN[21]</td>
<td>2.9</td>
<td>10.2</td>
<td>3.3</td>
<td>11.8</td>
</tr>
<tr>
<td>ECN [16]</td>
<td>8.5</td>
<td>25.3</td>
<td>10.2</td>
<td>30.2</td>
</tr>
<tr>
<td>OSNet-AIN[8]</td>
<td>8.2</td>
<td>23.5</td>
<td>10.2</td>
<td>30.3</td>
</tr>
<tr>
<td>FCANet</td>
<td>10.7</td>
<td>28.6</td>
<td>10.4</td>
<td>30.9</td>
</tr>
</tbody>
</table>

As can be seen from Table 3, the FCANet network is well generalized on large datasets MSMT17. When the Market1501 and DukeMTMC-reID datasets is the source do main, the mAP and Rank1 of FCANet is better than the current popular algorithm, and reached 10.7%, 28.6 (10.4%, 30.9). Through the comparison of experimental results, it can be seen that after the introduction of various strategies, the improvement effect on the public datasets is obvious, which verifies the generalization of the proposed method.

4.4 Ablation Experiments

In order to verify the contribution of feature concatenation operation and position attention module to OSNet-AIN network, the network was trained on the datasets Market 1501, DukeMTMC-reID and MSMT17, the cross-domain datasets were evaluated during the test, and the experimental results are shown in Table 4. OSNet-AIN is the backbone network of the experiment, M, D, MS represent the datasets Market 1501, DukeMTMC-reID and MSMT17, and subsequent experiments are in the form of M, D, and MS.

Table 4. Performance comparison of different algorithms on the MSMT17 datasets

<table>
<thead>
<tr>
<th>Method</th>
<th>M→D mAP</th>
<th>R-1</th>
<th>D→M mAP</th>
<th>R-1</th>
<th>M→MS mAP</th>
<th>R-1</th>
<th>D→MS mAP</th>
<th>R-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSNet-AIN</td>
<td>30.5</td>
<td>52.4</td>
<td>30.6</td>
<td>61.0</td>
<td>8.2</td>
<td>23.5</td>
<td>10.2</td>
<td>30.3</td>
</tr>
<tr>
<td>+Cat</td>
<td>33.9</td>
<td>54.8</td>
<td>29.9</td>
<td>59.8</td>
<td>9.1</td>
<td>25.0</td>
<td>10.1</td>
<td>30.5</td>
</tr>
<tr>
<td>+Cat+PAM</td>
<td>35.3</td>
<td>55.7</td>
<td>30.9</td>
<td>60.7</td>
<td>9.3</td>
<td>25.5</td>
<td>10.9</td>
<td>30.9</td>
</tr>
</tbody>
</table>

From Table 4, it can be seen that concatenation operations and PAM strategies contribute to the network. When only contribution, in the evaluation of datasets M→D, the values of mAP and Rank1 reached 33.9% and 54.8%, respectively, and after the two strategies were carried out at the same time, the evaluation effect of each cross-domain datasets was improved, among which the evaluation of datasets D→MS was increased by 0.8% and 0.4% compared with mAP and Rank1, which are contribution only. The results show that the recognition effect of the two strategies is better, and the effectiveness of the method is verified.

Most of the existing re-ID methods use multi-loss training strategies, such as the cross-entropy loss function and the triplet loss function at the same time. To do this, the triplet loss function is added to the training strategy of the network, which adds a balance weight $\alpha$ to measure the triplet loss, $\alpha$ takes 0.5. The identification effect is shown in the Table 5.

Table 5. Comparison of different loss performance

<table>
<thead>
<tr>
<th>Method</th>
<th>M→D mAP</th>
<th>R-1</th>
<th>D→M mAP</th>
<th>R-1</th>
<th>M→MS mAP</th>
<th>R-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCANet $\alpha = 0$</td>
<td>35.3</td>
<td>55.7</td>
<td>30.9</td>
<td>60.7</td>
<td>9.3</td>
<td>25.5</td>
</tr>
<tr>
<td>FCANet $\alpha = 0.5$</td>
<td>36.6</td>
<td>57.1</td>
<td>31.4</td>
<td>61.4</td>
<td>10.7</td>
<td>28.6</td>
</tr>
</tbody>
</table>

As can be seen from Table 6, there is a difference between the effect of using both cross-entropy loss and triple-action loss and using only cross-entropy loss. The identification accuracy using two losses is better than using only one loss. On the Duke datasets, the mAP and Rank1 improved slightly,
0.5% and 0.7%, respectively, due to the fact that the scenes between the two datasets were similar, both taken on university campuses.

5. Conclusion

For the cross-domain Re-ID task, most existing methods have insufficient generalization and poor cross-domain capability. FCANet, a cross-domain Re-ID method of feature concatenation and fusion attention mechanism, enables the network to pay attention to more local details by using the concatenation feature to improve the pedestrian feature discrimination. At the same time, the position attention module is introduced to correctly look at the dependency relationship of any two positions in the feature map, reduce the loss of feature information, and make the final person feature descriptor more discriminative. Experiments on three public and commonly used datasets of Re-ID verify the effectiveness of concatenation feature strategies and attention modules, and the recognition accuracy outperforms the state-of-the-art algorithms of comparison. However, when conducting cross-domain assessment of real-world scenarios, the recognition accuracy rate needs to be improved. Therefore, the follow-up work will continue to study cross-domain Re-ID, and design a network model with stronger generalization, so as to improve the accuracy of Re-ID in real-world scenarios.
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