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Abstract. An early-stage breast cancer diagnosis usually results in a high survival rate within five years. This research seeks the feasibility of applying a specific machine learning algorithm, logistic regression, to a public dataset. The result is two models, reaching accuracies of 0.965 and 0.936. It confirms that the generality of applying machine learning algorithms is beneficial to medical diagnosis. Even though this is not the first research to exploit the application of machine learning in the medical field, it still provides some valuable insights for future research.
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1. Introduction

Machine learning utilizes a large amount of data and repetitive mathematical calculations to learn the trend and weights of different parameters of a dataset. Due to the explosive growth of data on the Internet and the improvement of hardware performance in recent years, machine learning can thus be realized and applied in various common-use fields. [1] One of the most meaningful ways of using it is in the medical area, where a manual diagnosis cannot perfectly handle unconstructed data such as images and abstract numerical values. However, that is what machine learning can do, excavating the potential value of those unconstructed data. [2] Recent advancements in machine learning in medical areas such as heart disease [3] indicate that applying machine learning to diagnose other conditions can be feasible. Compared to existing research using machine learning to classify benign and malignant tumors [4][5], this research aims to achieve high accuracy with less restriction on input data, building a more straightforward and practical model.

Cancer is a disease caused by the uncontrolled replication of cells in the human body. The risk of developing cancer increases exponentially with age; people’s life span has been extended tremendously since the last century due to the continuous development in the medical field. So, many more people suffer from the illness of cancer as a result of increasing age. More specifically, malignant tumors indicate cells that spread to other body parts, while benign tumors show cells that stay in their place. Telling whether a tumor is malignant or benign can determine cancer and the following treatments since benign tumors are often less harmful. [7]

One type of cancer for women is breast cancer. It has been recorded as the deadliest cancer for women worldwide, producing an estimated 1.67 million new cases in 2012 and causing 522,000 deaths. [6] Taking a specific view of the statistics, it is clear that the 5-year survival rate for women in developing countries (e.g., China) is 73%, compared to nearly 90% in developed countries (e.g., the United States), mainly because of early screening for breast cancer is more prevalent in developed countries. [8] [9] A reasonably precise model requiring a small amount of diagnostic data takes advantage of artificial intelligence with lower cost and higher accuracy, making an early diagnosis as prevalent as possible in more countries. As a result, the research consists of two models. One model will build upon all the available features given in the dataset. Then, revising the previous model will create another model with fewer features essential to prediction accuracy.

2. Materials and Methods

Description of data. UCI Machine Learning Repository provided data in 1995. It consisted of 30 numerical features computing from the digitized image of a fine needle aspirate (FNA) of a breast mass of 569 real-life instances. Those features were selected based on Multisurface Method-Tree [10]. Within the dataset, 212 cases were diagnosed as malignant, and the rest 357 cases were diagnosed as benign.
Table 1 Sample data

<table>
<thead>
<tr>
<th>id</th>
<th>diagnosis</th>
<th>radius_mean</th>
<th>texture_mean</th>
<th>...</th>
<th>symmetry_worst</th>
<th>fractal_dimension_worst</th>
</tr>
</thead>
<tbody>
<tr>
<td>842302</td>
<td>M</td>
<td>17.99</td>
<td>10.38</td>
<td>...</td>
<td>0.4601</td>
<td>0.1189</td>
</tr>
<tr>
<td>842517</td>
<td>M</td>
<td>20.57</td>
<td>17.77</td>
<td>...</td>
<td>0.275</td>
<td>0.08902</td>
</tr>
<tr>
<td>84300903</td>
<td>M</td>
<td>19.69</td>
<td>21.25</td>
<td>...</td>
<td>0.3613</td>
<td>0.08758</td>
</tr>
<tr>
<td>84348301</td>
<td>M</td>
<td>11.42</td>
<td>20.38</td>
<td>...</td>
<td>0.6638</td>
<td>0.173</td>
</tr>
<tr>
<td>84358402</td>
<td>M</td>
<td>20.29</td>
<td>14.34</td>
<td>...</td>
<td>0.2364</td>
<td>0.07678</td>
</tr>
</tbody>
</table>

There were only ten main parameters, and the mean, the standard error, and the worst (mean of the three largest values) of each parameter were displayed separately.

Logistic Regression. Logistic Regression was widely used for binary classification and prediction based on a given set of independent features. It outputted the possibility and classified each instance based on a threshold. After each iteration of calculating the performance of the current weights of each parameter, the model will adjust those weights based on how they affect the outputting probability. As more and more iterations are finished, the weights would tend to fit into an optimal coefficient for our dataset by gradient descent. Then the performance in the real-life environment was evaluated by calculating the accuracy of predicting the test dataset. [11] In this research, I used the scikit-learn implementation.

As said in the introduction, the first model was built upon all 30 valid features. Splitting training and test sets with a ratio of 7 to 3, the training data was then normalized to make it easier for our model to converge. With a maximum of 5000 iterations and an l2 penalty, the resulting model reached an accuracy of 0.965. The second model was created under the same training condition but this time, some features were removed if they are closely related to other features. In another word, they were not independent enough to provide the model with useful information to classify malignant and benign tumors. A heatmap was created (Supplementary S1). Features with an absolute value of correlation greater than 0.70 were removed, and 10 features remained. The resulting accuracy reached 0.936.

3. Discussion

In this study, I show one of the machine learning approaches, logistic regression, to classify the malignancy of a tumor based on its numerical features. The result indicates the high accuracy of both models (0.965 and 0.936) in predicting the test set. Even a highly accurate method, Digital Mammography, in detecting breast cancer would result in only a 0.893 accuracy. [12] The difficulty of applying a machine learning model usually comes from the dataset since the result of the model is extremely specific to the dataset I used. Future validation with another different set of clinical data under a restricted condition can further expand the generality of the resulting model.

Another noticeable problem is that applying a logistic regression algorithm under a small amount of data quickly fails to converge due to highly complex features. So, sometimes, reducing the number of features used based on the correlation map can help simplify the model's complexity, making it easier for us to build a feasible model with high accuracy. It also indicates a lower cost of the diagnosis, so people might afford to attend a simplified test to see if they have breast cancer, and this is also the primary goal of this research.

Besides, this research confirms a possible general way of applying machine learning algorithms in medical diagnostics. With a large amount of data, other algorithms like random forest will also work better on this classification problem if the data is well constructed. A neural network can be another competitive choice, but only applying it to image data can be more advantageous.
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