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Abstract. As a matter of fact, chaos was first discovered by Poincaré. Then, the Edward Lorenz observed by chance the chaotic phenomenon when her predicted the weather. More powerful computers greatly aided chaos theory in recent years. With this in mind, this study analyses the chaos of Chen equations, the stability of Chen system, and the sensitive of parameters based on the staggered methods. The instability of the system is obtained by Routh-Hurwitz criterion. In addition, the numerical solution is obtained by Runge-Kutta method. Then, one draws the Chen attractors. Finally, the sensitive analysis in a new way implies that the solution is sensitive to the initial values, and the sensitivity relationship between the same component to different parameters is linear, but that between the different components to the same parameter is chaotic, and the different component to different parameters is also chaotic. This study is a multi-dimensional and comprehensive analysis of sensitivity analysis.
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1. Introduction

The first chaotic phenomenon was found when Poincare studied the restricted three-body problem, in 19th century. He found that the trajectory of the particle is non-periodic and neither monotonous nor tends to a fixed point [1-3]. Afterwards, Jacques Hadamard found that the relationship between this instability and Lyapunov exponent, that is, all orbits are unstable and their maximum Lyapunov exponents are positive. Because the chaotic system involves the iteration of mathematical formula, it depends on the development of computer to a great extent. Hence more powerful computers greatly aided chaos theory. In 1961, Edward Lorenz discovered another property of chaotic system, initial value sensitivity. He observed by chance the chaotic phenomenon in his work of predicting the weather [4]. When he and his partners Ellen Fetter and Margaret Hamilton used a simple digital computer to calculate weather prediction models, they got an entirely different result due to the lack of the computer accuracy, which means that for long-terms results, a tiny perturbation in the initial value condition can completely change the results. The term “chaos” was coined by American mathematicians York and Li [5]. In 1976, American ecologist Robert studied the one-dimensional square map, and pointed out that the on-dimensional iterative map Logistic map can also produce complex period doubling and chaotic motion [6]. American physicist Feigenbaum established the concept of renormalization group and uncovered the scaling and universal constants in the period-doubling bifurcation phenomenon in 1978, giving chaos a strong theoretical basis in contemporary science [7]. The notion of chaos has been extensively and in-depth researched since the 1980s.

Academics have concentrated on the features and attributes of chaos as well as how the system transitions from order to fresh disorder. In 1983, the Chua’s circuit invented by Chua showed rich chaotic behavior due to its simple structure and easy implementation. Chua’s circuit is one of the earliest chaotic models. It has rich dynamic behaviors, such as period-doubling bifurcation, transformation of scroll structure, and typical chaos. The high-dimensional hyperchaotic constructed in Chua’s circuit is also a research hotspot. In recent years, scholars have focused on chaos theory research on numerical calculation methods, using the Lyapunov exponents to determine whether a system has chaotic phenomenon, sensitivity to initial conditions, synchronization, etc. Previous study also analyses the dynamic behavior of Chen oscillator mathematically and numerically [8]. The system's bifurcation plot, eigenvalues, equilibrium graph, and Lyapunov exponents were all examined by the author. The findings demonstrate that the Chen system is chaotic. In addition, the importance of factors such initial conditions and integral step size in the evaluation of the Lyapunov exponents
is also discussed. As a matter of fact, the accuracy and reliability of the Lyapunov exponents depends on these factors. In other words, the initial values determine the starting point of the system trajectory, so different initial conditions can lead to different trajectories, which lead to different Lyapunov exponents. A small integration step can lead to more accurate results, but it also increases computational costs. Global stability of Liu system is analysed in paper [9]. Sensitivity analysis is also an indispensable research topic. Akinlar gives an original approach [10]. The derivative of each component for each parameter is obtained by the staggered methods, and the relationship between them is observed. In this paper, firstly the stability analysis of Chen system is carried out, and one gets the conclusion that Chen system is unstable. Next, using the Runge-Kutta method, the numerical solution of the system is computed, and MATLAB is used to obtain the double-scroll attractors. Finally, the sensitivity analysis is carried out by Akinlar method.

2. Methodology

The Chen system is as follows:

\[
\begin{align*}
\dot{x} &= a(y - x) \\
\dot{y} &= (c - a)x - xz + cy \\
\dot{z} &= xy - bz
\end{align*}
\]  

(1)

where \(a, b\) and \(c\) are real parameters. This study uses the Lyapunov exponent to check that the system is chaotic when \(a = 40\), \(b = 3\) and \(c = 25\).

2.1. Stability Analysis

Judging whether the system is stable depends on whether the solution of equations whose derivative is zero is stable, then one rewrites the system as follows

\[
\begin{align*}
f(x, y, z) &= a(y - x) = 0 \\
g(x, y, z) &= (c - a)x - xz + cy = 0 \\
h(x, y, z) &= xy - bz = 0
\end{align*}
\]  

(2)

Since the system is autonomous (i.e., the right hand side of the equations do not contain the time variable \(t\), the root of the algebraic equations (2) are \((\bar{x}, \bar{y}, \bar{z})\) called the equilibrium point (singular solution) of the equations. If all possible initial conditions \((x_0, y_0, z_0)\) satisfy

\[
\begin{align*}
limit_{t \to 0} x(t) &= x_0 \\
limit_{t \to 0} y(t) &= y_0 \\
limit_{t \to 0} z(t) &= z_0
\end{align*}
\]  

(3)

the singular solution is said to be stable, otherwise the root is said to be unstable. Then one takes the Eq. (1) and Eq. (2) to get three solutions \(X_1 = (0,0,0)\) or \(X_{2,3} = (\pm \sqrt{b(2c-a)}, \pm \sqrt{b(2c-a)}, 2c-a)\). Next, one finds the characteristic roots and characteristic equations of the equation. First, this study will carry out Taylor expansion of \(f\), \(g\) and \(h\) at the equilibrium point. Since \(x - \bar{x}\) is infinitesimal at second order and above, only the linear part is retained here. Next, one replaces \(x = \bar{x}\) with a new variable \(\bar{x}\), that is, one translates the function \(\bar{x}\) units, and the properties have not changed. Therefore, this paper mainly studies this equation after translation. One writes the equations as matrix form.
\[
\begin{pmatrix}
\bar{x} \\
\bar{y} \\
\bar{z}
\end{pmatrix} =
\begin{pmatrix}
s_{11} & s_{12} & s_{13} \\
s_{21} & s_{22} & s_{23} \\
s_{31} & s_{32} & s_{33}
\end{pmatrix}
\begin{pmatrix}
\bar{x} \\
\bar{y} \\
\bar{z}
\end{pmatrix} = A
\begin{pmatrix}
\bar{x} \\
\bar{y} \\
\bar{z}
\end{pmatrix}
\]

where \( A \) is the Jacobian matrix. Then for the solution \( X_1 \), the eigenfunction is
\[
f_1(\lambda) = |A - \lambda I| = -\lambda^3 + (c-a-b)\lambda^2 + (2ab+2ac+bc-a^2)\lambda - a^2b
\]
Likewise, one gets the eigenfunction of the solution \( X_2 \)
\[
f_2(\lambda) = |A - \lambda I| = -\lambda^3 + (c-a-b)\lambda^2 - bc\lambda + 2a^2b - 4abc
\]
and the eigenfunction of the solution \( X_3 \) is
\[
f_3(\lambda) = |A - \lambda I| = -\lambda^3 + (c-a-b)\lambda^2 - bc\lambda + 2a^2b - 4abc
\]

**Case 1.** If the eigenvalues \( \lambda_1, \lambda_2, \lambda_3 \) of \( A \) are all real, the solution of equation (5) is
\[
\begin{pmatrix}
\bar{x} \\
\bar{y} \\
\bar{z}
\end{pmatrix} = C_1T e^{\lambda_1 t} + C_2T e^{\lambda_2 t} + C_3T e^{\lambda_3 t}
\]

It is obvious that \((\bar{x}, \bar{y}, \bar{z})^T \to 0\), when \( \lambda \) \( < 0 \) for all \( i = 1, 2, 3 \).

**Case 2.** If the eigenvalues \( \lambda_1, \lambda_2, \lambda_3 \) have complex numbers, one assumes that \( \lambda_1 = \alpha_1 + i\beta_1, \lambda_2 = \alpha_2 + i\beta_2 \). The solution is
\[
\begin{pmatrix}
\bar{x} \\
\bar{y} \\
\bar{z}
\end{pmatrix} = C_1T e^{\alpha_1 t} \cos \beta t + C_2T e^{\alpha_2 t} \cos \beta t + C_3T e^{\alpha_3 t}
\]

Since \(|\cos \beta t| \leq 1\), \((\bar{x}, \bar{y}, \bar{z})^T \to 0\), when \( \lambda \) \( < 0 \) and \( \alpha \) \( < 0 \) for all \( i = 1, 2 \). In summary, when the eigenvalues have a negative real part, the system is stable.

### 2.2. Hurwitz Criterion

Routh-Hurwitz criterion is a criterion for polynomial equations with positive real roots. It determines whether the polynomial equation has unstable roots by algebraic operation of polynomial coefficients.

**Definition (Hurwitz determinant).** It is composed of the coefficients of the polynomial equation according to the following rules: the main diagonal elements are composed of \( a_{n-1} \) to \( a_n \) in turn, and each row is based on the coefficients on the main diagonal, and the subscripts of the coefficients decrease in turn to the left; the subscripts of the coefficients increase in turn to the right. If the subscript is greater than \( n \) or less than \( 0 \), the coefficient is zero. That is to say, the elements of the \( k \)th row take the adjacent items in the sequence \((0, \cdots, 0, a_0, \cdots, a_k, \cdots, a_n, 0, \cdots, 0)\) with the element \( a_k \) on the diagonal as the center. For a polynomial equation \( a_n x^n + a_{n-1} x^{n-1} + \cdots + a_1 x + a_0 = 0 \), all the Hurwitz determinant is
\[
\begin{align*}
\Delta_1 &= a_2, \quad \Delta = \begin{vmatrix} a_0 & a_1 & a_2 \\ a_1 & a_2 & a_3 \\ a_2 & a_3 & a_4 \end{vmatrix} = \begin{vmatrix} a_0 & a_1 & a_2 \\ a_0 & a_1 & a_2 \\ 0 & 0 & a_0 \end{vmatrix}
\end{align*}
\]
Theorem (Hurwitz criterion). The real parts of all roots of a polynomial equation less than 0 if and only if all coefficients of the polynomial equation are greater than 0, that is \( a_i > 0 \) for all \( i = 1, 2, \ldots, n \), and also all the Hurwitz determinant is bigger than 0, which means \( \Delta_i > 0 \) for all \( i = 1, 2, \ldots, n \). Obviously, the coefficient \( a_3 = -1 \neq 0 \), therefore, the system is not stable.

Remark. If any one of these conditions \( a_i = 0, a_3 = 0, a_4a_2 - a_3 = 0 \) is satisfied, the Chen system is in a critical state [11, 12].

2.3. Solving and Parameter Range

For Chen systems, the numerical solution is found using the Runge-Kutta method. For a Cauchy problem

\[
\begin{align*}
\frac{dx}{dt} &= f(x, t) \\
x(t_0) &= x_0
\end{align*}
\]

and a step \( h > 0 \), which means \( t_{n+1} = t_n + h \), the approximation of \( x(t_{n+1}) \) is \( x_{n+1} \), given by \( x_n \) and \( h \). Then the form is as follows

\[
x_{n+1} = x_n + \frac{h}{6}(k_1 + 2k_2 + 2k_3 + k_4)
\]

for \( n = 0, 1, 2, \ldots \), where \( k_n \) is the tangent slope of \( f \) at each quarter point of \( x, y_{n+1} \). Then the Runge-Kutta method of Chen systems is shown as following.

For \( x \), one has:

\[
\begin{align*}
x_{n+1} &= x_n + \frac{h}{6}(k_{11} + 2k_{12} + 2k_{13} + k_{14}) \\
k_{11} &= a(y_n - x_n) \\
k_{12} &= a[y_n + \frac{h}{2}k_{11} - (x_n + \frac{h}{2}k_{11})] \\
k_{13} &= a[y_n + \frac{h}{2}k_{12} - (x_n + \frac{h}{2}k_{12})] \\
k_{14} &= a[y_n + hk_{13} - (x_n + hk_{13})]
\end{align*}
\]

For \( y \), one has:

\[
\begin{align*}
y_{n+1} &= y_n + \frac{h}{6}(k_{21} + 2k_{22} + 2k_{23} + k_{24}) \\
k_{21} &= (c-a)x_n - x_n z_n + cy_n \\
k_{22} &= (c-a)(x_n + \frac{h}{2}k_{21}) - (x_n + \frac{h}{2}k_{21})(z_n + \frac{h}{2}k_{21}) + c(y_n + \frac{h}{2}k_{21}) \\
k_{23} &= (c-a)(x_n + \frac{h}{2}k_{22}) - (x_n + \frac{h}{2}k_{22})(z_n + \frac{h}{2}k_{22}) + c(y_n + \frac{h}{2}k_{22}) \\
k_{24} &= (c-a)(x_n + hk_{23}) - (x_n + hk_{23})(z_n + hk_{23}) + c(y_n + hk_{23})
\end{align*}
\]

Then for \( z \) one has:
\[
\begin{align*}
    z_{n+1} &= z_n + \frac{h}{6} (k_{31} + 2k_{32} + 2k_{33} + k_{34}) \\
    k_{31} &= x_n y_n - b z_n \\
    k_{32} &= (x_n + \frac{h}{2} k_{31})(y_n + \frac{h}{2} k_{31}) - b(z_n + \frac{h}{2} k_{31}) \\
    k_{33} &= (x_n + \frac{h}{2} k_{32})(y_n + \frac{h}{2} k_{32}) - b(z_n + \frac{h}{2} k_{32}) \\
    k_{34} &= (x_n + h k_{33})(y_n + h k_{33}) - b(z_n + h k_{33})
\end{align*}
\] (15)

**Fig. 1** Chen attractor with parameters \( a = 40 \), \( b = 3 \) and \( c = 28 \)

3. Results and Discussion

For the initial values \( x_0 = -0.1 \), \( y_0 = 0.5 \) and \( z_0 = -0.6 \), by using Runge-Kutta method Chen attractors are shown as Figure 1. Since one just focuses on the parameters, one fixes the initial conditions \( x_1(0) = -0.1 \), \( x_2(0) = 0.5 \) and \( x_3(0) = -0.6 \). Then according to Akinlar [10], a new variable \( m \) is defined as \( m = (x_1, x_2, x_3, s_1, s_2, s_3)^T \), where

\[
\begin{align*}
    s_1 &= \frac{dx}{da} = \begin{pmatrix} dx_1 \\ dx_2 \\ dx_3 \\ dx_1 \\ dx_2 \\ dx_3 \end{pmatrix}^T = (s_{11}, s_{12}, s_{13})^T \\
    s_2 &= \frac{dx}{db} = \begin{pmatrix} dx_1 \\ dx_2 \\ dx_3 \\ dx_1 \\ dx_2 \\ dx_3 \end{pmatrix}^T = (s_{21}, s_{22}, s_{23})^T \\
    s_3 &= \frac{dx}{dc} = \begin{pmatrix} dx_1 \\ dx_2 \\ dx_3 \\ dx_1 \\ dx_2 \\ dx_3 \end{pmatrix}^T = (s_{31}, s_{32}, s_{33})^T
\end{align*}
\] (16)
Finally, the sensitive equations are as follows:
The numerical solution of the sensitive equation is obtained by Runge-Kutta method with the parameters $a = 40$, $b = 3$, and $c = 25$. One has obtained a lot of diagrams, and only a few representative ones are shown here. Figure 2(a) is the phase portrait of $s_{11}$, and remember that it represents the component the sensitivity of $x_1$, which means that the $x_1$ is highly depend on the initial conditions. Moreover, Figure 2(b) confirms this fact, that. The phase diagrams of the other eight components are similar. Hence for each parameter, a tinny perturbation can lead to entirely different results. Furthermore, the relationship between the sensitivity of each component to each parameter is also worthy of attention. Seen from Figure 2(c), the sensitivity of $x_2$ and $x_1$ to parameter $a$ is nonlinear, and the sensitivity of all different components to the same parameter is the same. In addition, Figure 2(d) describes an interesting property, that is, $s_{21}$ to $s_{11}$ is linear, that is to say, as long as the change of $a$ and $b$ satisfies a certain relationship, the component $x_1$ can be unchanged. Finally, Figure 2(e) illustrates that changing both $c$ and $b$ can completely change the results.

4. Limitation & Future Outlooks

There are many ways to find numerical solutions to differential equations, such as Euler’s method, Backward Euler method, First-order exponential integrator method and Runge-Kutta method, etc, but they all have their own limitations. For instance, the value of $x_{i+1}$ in the Runge-Kutta method only uses $x_i$ value, but this is obviously not precise enough, and the value of $x_{i-1}$ or even $x_{i-2}$ can be used to expand the volume of the input value, which will make the value of $x_{i+1}$ more accurate. And the accuracy of the Runge-Kutta method also depends on the step $h$, if $h$ is small enough, the solution will tend to be the exact solution, but this will increase the volume of the calculation, moreover, the increase of the number of recursive steps in the computer will accumulate errors, making the final result more inaccurate. So how to find the balance between these two factors is material. Likewise, the accuracy of Lyapunov exponent also depends on the length of the iteration time. Finally, as for the sensitivity analysis method of Akinlar, since the method discusses the sensitivity of the parameters at a fixed parameter point, it is not convenient to see the sensitivity of the solution of the differential equation to the parameters in a comprehensive way. This study, of course, only addresses a particular system; thus, the approach might not apply to other systems. In the future, to find more accurate solutions of the differential equations one can use the Adams-Bashforth methods, which is more precise and the computational cost is smaller than Runge-Kutta.
5. Conclusion

In summary, a relatively comprehensive analysis of the Chen system is carried out, including analyzing the stability using the eigenvalues and eigenfunctions and Routh-Hurwitz criterion, solving its numerical solution by Runge-Kutta method, obtaining the double-scroll attractor, and analyzing the sensitivity of these parameters and the relationship between these sensitivities. Nevertheless, it also has some limitations, the biggest one is lack of the accuracy. It is hoped to use a more precise method to analyze later.
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