Random Walk Regression Problem in One and Two Dimensions
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Abstract. This paper examines the previous discoveries and research on the random walk problem, considers the practical application of random walk. This paper starts from the basic questions and conducts a more detailed study of the basic regression problem with one-dimensional and two-dimensional situations. Markov chains and Markov property are introduced, and then the method and important properties of series convergence are properly explained and demonstrated. Through the introduction of Brownian motion, the key part of the article is introduced, and the explanation and proof of Stirling’s formula are carried out, then the proof of one-dimensional cases is entered, and the regression is proved by the above knowledge and deduction, and then the same idea is extended to the two-dimensional case for proof. Through the research and proof of this paper, the basic problem of random walk will be solved and well interpreted, laying the foundation for further research and development.
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1. Introduction

Random walk is a classic and interesting problem, which is a fundamental process used to describe dynamic stochastic phenomena [1]. Since the development law of many things can be regarded as a dynamic random phenomenon, the idea of random walk problem is widely used in regression analysis, computer algorithm design, financial market, economic prediction, error of fiber optic gyro, medicine and many other fields [2-4].

The random walk focuses on a walker traversal a space through a random motion and tries to consider obtaining a probability distribution after each walk that characterizes the probability that each point in the graph is visited. Using this probability distribution as the input to the next walk and iterating the process, a stable probability distribution is achieved. Through learning and further in-depth study of the random walk problem, the development rules of many things could be mastered, so as to better promote the development of various industries and society.

Based on the study of random walk, Wu et al. have applied it to the field of neural network [5]. He and Li's algorithm research problem in social networks is based on the random walk [6]. Zhang et al. have applied it on the risk prediction of diabetes [7]. Zhou et al. expanded to the study of heterogeneous information network characterization [8]. Riju et al. have applied it for a community detection model [9]. And other important cutting-edge fields with dynamic random randomness are based on random walk, the importance of this basic problem research is self-evident.

Another extremely important and socially related is the application of random travel in the economic field. Zhang et al. have its application in macroeconomic forecast [10]. On the futures market forecast and research, Hou et al. have applied non-parametric method considering the Chinese apple market [11]. Zhang considered the efficiency of the EU coal related market [12]. Random walk model can also be used to test the effectiveness of the stock market [13]. It can be said that random walk can be analyzed and predicted in all aspects of the economic field, which shows that random walk is a very worthwhile and universal problem.

Initially, the Hungarian mathematician Polya researched on random walk problem. Polya has a very famous theorem, called Polya's recurrence theorem. Polya's recurrence theorem is a fundamental concept in probability theory and random walks. This theorem states that in one-dimensional and two-dimensional lattices, a random walk is recurrent, meaning the path will eventually return to its
starting point with probability one. In more than two dimensions, however, the walk becomes transient, indicating that there’s a nonzero probability that the path will never return to the starting point.

To understand this in simpler terms, imagine a random walk as the path of a drunk person trying to find their way home. In a one-dimensional world or a two-dimensional world, the theorem suggests that no matter how randomly the person walks, they will eventually make it back home. This is due to the limited directions they can move in these lower dimensions, making it inevitable for them to revisit points, including their starting point. In contrast, in a world with more than two dimensions, like a drunk bird flying through three-dimensional space, the theorem posits that the bird may never return to its starting point. This is because the increased number of dimensions provides more paths and directions to take, greatly reducing the probability of returning to any specific point. So, Polya’s recurrence theorem is a mathematical way of saying that in low dimensions, a random walker will always find their way back to the start, but in higher dimensions, they might get lost forever.

In this paper, the Markov chains and the conditional probabilities will be introduced and used for the later proof, the Polya’s recurrence theorem will be elaborated and explored, and the random walk regression problem in one and two dimensions will be investigated and proved.

2. Methods

2.1. The Markov Chains

**Definition 1.** A Markov Chains is a random sequence \( \{X_n, n \geq 0\} \) for \( i_0, i_1, \cdots, i_n, i_{n+1} \in S, n \in \mathbb{N}_0 \) and \( P(X_0 = i_0, X_1 = i_1, \cdots, X_n = i_n) > 0 \) such that,

\[
P(X_{n+1} = i_{n+1} | X_0 = i_0, X_1 = i_1, \cdots, X_n = i_n) = P(X_{n+1} = i_{n+1} | X_n = i_n).
\]

To intuitively understand the meaning of Markov property, imagine a particle making a random motion on an integer point of a straight line, where \( X_n \) indicates the position of the particle at time \( n \), \( X_n = i \) represents the random event that the particle is in the state \( i \) at time \( n \). If time \( n \) is regarded as the present, \( 0, 1, \cdots, n - 1 \) is the past, and \( n + 1 \) as the future, then the above definition indicates that the conditional probability of the particle at the future moment \( n + 1 \) depends only on the present event, but independently of what happened in the past. In short, given the known present, the future is independent of the past. The random walk that will be studied later will satisfy the Markov property.

2.2. Series Convergence

**Definition 2.** Let the function \( f(x) \) is non-negative and decreasing on the interval \([1, \infty)\), \( A_n = \int_1^n f(x) \, dx, n = 1, 2, \cdots, \) then the series \( \sum_{n=1}^{\infty} f(n) \) converge or diverge simultaneously with the sequence \( \{A_n\} \).

**Lemma 1.** \( \sum_{n=1}^{\infty} \frac{1}{n^\alpha} = \begin{cases} \infty, & 0 < \alpha \leq 1 \\ finite, & 1 < \alpha. \end{cases} \)

**Proof of lemma 1:** Let \( f(x) = \frac{1}{x^\alpha} \), when \( \alpha = 1 \),

\[
A_n = \int_1^n f(x) \, dx = \int_1^n \frac{dx}{x} = \ln n \to +\infty \quad (n \to \infty).
\]

Therefore, by definition 2, it can be known that the series \( \sum_{n=1}^{\infty} \frac{1}{n^\alpha} \) is divergent when \( \alpha = 1 \). Moreover, it can be deduced that \( \sum_{n=1}^{\infty} \frac{1}{n^\alpha} \) is divergent when \( 0 < \alpha \leq 1 \).

When \( \alpha > 1 \),

\[
A_n = \int_1^n f(x) \, dx = \int_1^n \frac{dx}{x^\alpha} = -\left. \frac{1}{(\alpha-1)x^{\alpha-1}} \right|_1^n = -\frac{1}{(\alpha-1)n^{\alpha-1}} + \frac{1}{\alpha-1} \to \frac{1}{\alpha-1} \quad (n \to \infty)
\]
Therefore, by definition 2, it can be known that the series \( \sum_{n=1}^{\infty} \frac{1}{n^\alpha} \) is convergent when \( \alpha > 1 \). Consequently, the series \( \sum_{n=1}^{\infty} \frac{1}{n^\alpha} \) is divergent when \( 0 < \alpha \leq 1 \), and convergent when \( \alpha > 1 \).

2.3. Binomial Theorem

**Definition 3.** In line with the binomial theorem, any non-negative exponent of the binomial \((x + y)^n\) can be expanded into a series represented by a sum in a specific form,

\[
(x + y)^n = \sum_{k=0}^{n} \binom{n}{k} x^{n-k} y^k. \tag{4}
\]

**Lemma 2.** \( \left( \frac{2n}{n} \right) = \sum_{k=0}^{n} \left( \frac{n}{k} \right)^2 \).

**Proof of lemma 2:** By definition 3, let \( y = 1 \), plugging in \( n = a, b, a + b \) respectively,

\[
(x + 1)^a = \sum_{i=0}^{a} \binom{a}{i} x^i, \tag{5}
\]

\[
(x + 1)^b = \sum_{j=0}^{b} \binom{b}{j} x^j, \tag{6}
\]

\[
(x + 1)^{a+b} = \sum_{k=0}^{a+b} \binom{a+b}{k} x^k. \tag{7}
\]

Since the first equation times the second equation is equal to the third equation, so,

\[
(x + 1)^a(x + 1)^b = \left( \sum_{i=0}^{a} \binom{a}{i} x^i \right) \left( \sum_{j=0}^{b} \binom{b}{j} x^j \right) = \sum_{n=0}^{a+b} \binom{a+b}{n} x^n = \sum_{k=0}^{a+b} \binom{a+b}{k} x^k = (x + 1)^{a+b}. \tag{8}
\]

Therefore,

\[
\binom{a+b}{n} = \sum_{k=0}^{n} \binom{n}{k} \binom{b}{n-k}. \tag{9}
\]

Now, plugging in \( a = b = n \),

\[
\binom{2n}{n} = \sum_{k=0}^{n} \binom{n}{k} \binom{n}{n-k} = \sum_{k=0}^{n} \left( \frac{n}{k} \right)^2. \tag{10}
\]

3. Results and Discussion

Imagine a minuscule particle floating in a uniform fluid. This particle experiences random impacts with the fluid's molecules, leading to its continuous and erratic movement. This is what we refer to as Brownian motion. To model Brownian motion, we use a simplified concept known as a "discrete random walk" in a one-dimensional space:

The particle's movement is confined to the \( x \)-axis. It moves only at specific intervals, \( t = n \Delta t \), where \( n \) can be 0, 1, 2, and so on. Assume the particle is at position \( x \) at a certain time \( t \). Then, irrespective of its past movements, the particle has an equal chance to shift to either \( x + \Delta x \) or \( x - \Delta x (\Delta x > 0) \) with probability \( \frac{1}{2} \). This means that at each interval, the particle randomly moves a distance \( \Delta x \) either to the right or to the left, with equal probability.

3.1. Stirling’s Formula

**Theorem 1.** Stirling's formula provides an estimated calculation for the factorial function \( n! \) for \( n \gg 1 \), it can be shown that

\[
n! \sim \sqrt{2\pi n} \, n^n e^{-n}. \tag{11}
\]

**Proof of Theorem 1:** The equation can be obtained as well by utilizing the integral interpretation of the factorial,

\[
n! = \int_0^\infty e^{-x} \, x^n \, dx. \tag{12}
\]
Be aware that the derivative of the integrand’s logarithm is expressible in a certain way,

\[
\frac{d}{dx} \ln(e^{-x} x^n) = \frac{d}{dx} \left( n \ln x - x \right) = \frac{n}{x} - 1
\]  

(13)

The integrand exhibits a pronounced peak, with significant contributions occurring primarily around \( x = n \). Therefore, define \( x \) as \( n + \varepsilon \) where \( \varepsilon \ll n \), and write

\[
\ln(e^{-x} x^n) = n \ln x - x = n \ln(n + \varepsilon) - (n + \varepsilon).
\]  

(14)

Now,

\[
\ln(n + \varepsilon) = \ln n + \ln \left( 1 + \frac{\varepsilon}{n} \right) = \ln n + \frac{\varepsilon}{n} - \frac{\varepsilon^2}{2n^2} + \ldots.
\]  

(15)

So,

\[
\ln(e^{-x} x^n) = n \ln(n + \varepsilon) - (n + \varepsilon) = n \ln n + \varepsilon - \frac{\varepsilon^2}{2n} - n - \varepsilon + \ldots = n \ln n - n - \frac{\varepsilon^2}{2n} + \ldots
\]  

(16)

Transforming each side by taking the exponential results in

\[
e^{-x} x^n \approx e^n \ln n \, e^{-n} e^{-\varepsilon^2/2n} = n^n e^{-n} e^{-\varepsilon^2/2n}.
\]  

(17)

Substituting this into the integral formula for \( n! \) yields

\[
n! \approx \int_{-n}^{\infty} n^n e^{-n} e^{-\varepsilon^2/2n} \, d\varepsilon \approx n^n e^{-n} \int_{-\infty}^{\infty} e^{-\varepsilon^2/2n} \, d\varepsilon.
\]  

(18)

Evaluating the integral gives

\[
n! \approx n^n e^{-n} \sqrt{2\pi n}.
\]  

(19)

3.2. One-Dimensional Random Walk

Similar to the discrete random walk described above, to facilitate subsequent studies and proof, assume that the particle is at the original point in the beginning and \( \Delta t = 1, \Delta x = 1 \). For an arbitrary number of steps \( n \gg 1 \), if the probability of the particle ultimately returning to the starting point is 1, it is called recurrent. In this part, the thing that the particle is recurrent in dimension one will be proved.

**Definition 4.** Note that \( u_n \) is the probability of returning back to the origin with \( n \) steps, \( n = 0,1,2,\ldots \), with \( u_0 = 1 \). Note that \( f_n \) is the probability of returning back to the origin with \( n \) steps for the first time, \( n = 0,1,2,\ldots \), with \( f_0 = 0 \).

In this paper, say that the state is recurrent if \( \sum_{n=1}^{\infty} f_n = 1 \), otherwise say that the state is transient if \( \sum_{n=1}^{\infty} f_n < 1 \).

Since the random walk satisfies the Markov property, there is a relation between \( u_n \) and \( f_n \),

\[ u_n = u_0 f_n + u_1 f_{n-1} + u_2 f_{n-2} + \cdots + u_{n-1} f_1 + u_n f_0, \]  

(20)

Multiply \( u_n \) by \( x^n \), \( n = 0,1,2,3,\ldots \), and note that

\[ U_n(x) = \sum_{k=0}^{n} u_k x^k \]  

(21)

and

\[ \lim_{n \to \infty} U_n(x) = U(x). \]  

(22)

Do the same with \( f_n \), then

\[ F_n(x) = \sum_{k=0}^{n} f_k x^k \]  

(23)

and

\[ \lim_{n \to \infty} F_n(x) = F(x). \]  

(24)
Now,

\[ U_n(x)F_n(x) = \left( \sum_{k=0}^{n} a_k x^k \right) \left( \sum_{k=0}^{n} f_k x^k \right) = \sum_{k=0}^{n} \left( \sum_{i=0}^{k} u_i f_{n-i} \right)x^k = \sum_{k=0}^{n} (u_k) x^k = U_n(x) - 1. \] (25)

This shows that,

\[ F_n(x) = 1 - \frac{1}{U_n(x)}. \] (26)

Plugging in \( x = 1 \) gives

\[ F_n(1) = 1 - \frac{1}{U_n(1)}. \] (27)

On the other hand, \( u_{2n} = \left( \frac{2n}{n} \right)^n \left( \frac{1}{2} \right)^n \), using the corner marker as \( 2n \) since that it can not return back to the origin if it moves odd steps.

Using Stirling’s formula, by Theorem 1 gives,

\[ u_{2n} = \left( \frac{2n}{n} \right)^n \left( \frac{1}{2} \right)^n \sim \frac{\sqrt{2\pi n}}{n^n} \frac{(2n)^{2n}}{e^{2n}} = \frac{1}{\sqrt{n}} \frac{1}{\sqrt{n}}. \] (28)

Based on the facts mentioned in the Lemma 1, indeed, \( \sum_{n=0}^{\infty} \frac{1}{\sqrt{n}} = \infty \). So,

\[ U(1) = \lim_{n \to \infty} U_n(1) = \sum_{n=0}^{\infty} u_n = \sum_{n=0}^{\infty} u_{2n} = \frac{1}{\sqrt{n}} \sum_{n=0}^{\infty} \frac{1}{\sqrt{n}} = \infty. \] (29)

Then,

\[ \sum_{n=1}^{\infty} f_n = F(1) = \lim_{n \to \infty} F_n(1) = \lim_{n \to \infty} \left( 1 - \frac{1}{U_n(1)} \right) = 1. \] (30)

This means that the particle is recurrent in dimension one.

### 3.3. Two-Dimensional Random Walk

Imagine the case in which the particle moves in a two-dimensional plane as mentioned in the one-dimensional case. As previously defined, assume that the particle starts from the origin and moves by a distance of 1 at each step. For an arbitrary number of steps \( n \gg 1 \), if the probability of the particle ultimately returning to the starting point is 1, it is called recurrent. In this part, the thing that the particle is recurrent in dimension two will be proved.

Note that \( k_1 \) means stepup, \( k_2 \) means stepdown, \( k_3 \) means stepleft and \( k_4 \) means stepright with \( k_1 + k_2 + k_3 + k_4 = 2n \), \( k_1 = k_2 = k \), \( k_3 = k_4 = n - k \), so that the particle could return back to origin point.

The definition of \( u_n \) and \( f_n \) is the same as definition 4. So formula (20) to formula (27) still holds in this two-dimensional case.

Unlike in the previous discussion, now,

\[ u_{2n} = \sum_{k=0}^{n} \left( \frac{2n}{k} \right) \left( \frac{2n-k}{k} \right) \left( \frac{n-k}{n} \right) \left( \frac{1}{4} \right)^{2n} = \sum_{k=0}^{n} \left( \frac{2n}{k! (n-k)!} \right) \left( \frac{1}{4} \right)^{2n} \] (31)
By lemma 2 and formula (28),

\[ u_{2n} = \left(\frac{1}{4}\right)^{2n} \binom{2n}{n} \left[\frac{1}{n}\right]^2 = \left(\frac{1}{4}\right)^{2n} \binom{2n}{n} \binom{2n}{n} = \left[\frac{1}{2}\right]^n \binom{2n}{n}^2 \sim \frac{1}{n^2} \]  

(32)

Based on the facts mentioned in the Lemma 1, indeed, \( \sum_{n=0}^{\infty} \frac{1}{n} = \infty \). So,

\[ U(1) = \lim_{n \to \infty} U_n(1) = \sum_{n=0}^{\infty} u_n = \sum_{n=0}^{\infty} u_{2n} = \frac{1}{n} \sum_{n=0}^{\infty} \frac{1}{n} = \infty. \]  

(33)

Then,

\[ \sum_{n=1}^{\infty} f_n = F(1) = \lim_{n \to \infty} F_n(1) = \lim_{n \to \infty} \left(1 - \frac{1}{u_n(1)}\right) = 1. \]  

(34)

This means that the particle is recurrent in dimension two.

4. Conclusion

In this article, the definition of a Markov chain is given. The method of judging series convergence and the content of the binomial theorem are demonstrated, and two important lemmas in these two contents are proved in detail. The focus of this paper is the random walk elicited by Brownian motion, some definitions and important Stirling’s Formula with proof are given. Then, after some normalization operations that are convenient for proof, based on the idea of applying the limit and the related knowledge of series, with using Stirling’s Formula to estimate, the particle is recurrent in dimension one and dimension two are clearly and concisely proved. Therefore, the problem of random walk regression in both one-dimensional and two-dimensional cases is well proven.
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