Linear Discriminant Analysis (LDA) based on auxiliary slicing for binary classification data
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Abstract. Linear Discriminant Analysis (LDA) is a foundational algorithm in the realm of machine learning specifically designed for classification tasks. While effective, LDA's limitation lies in its ability to only reduce the feature space to one dimension in binary classification scenarios. This can result in a loss of vital information from the predictor variables, impacting the model's predictive capabilities. To address this issue, this study introduces an enhanced discriminant analysis model leveraging auxiliary slicing. This novel approach not only removes the constraint of one-dimensional reduction post LDA through equidistant binning but also enhances the extraction of local information by introducing a continuous auxiliary response variable. Through simulation experiments and real data analysis, it is demonstrated that our proposed method outperforms the traditional LDA model in terms of prediction accuracy and robustness.
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1. Introduction

With the continuous advancement of data collection and storage technologies, high-frequency recording of research object characteristics has become possible. While this enriches the information available in the data, it also presents new challenges. Specifically, high-dimensional data features often lead to the curse of dimensionality, a problem encountered by prediction models. Additionally, variables frequently exhibit high linear correlation, which reduces the efficiency of certain statistical models. For instance, hyperspectral remote sensing technology, compared to traditional remote sensing, generates a large amount of narrow spectral continuous image data, resulting in increased data volume and redundancy among connected bands [1] [2]. Furthermore, as more data is added and dimensionality increases, the Hughes phenomenon may occur [3].

Various methods exist to address the curse of dimensionality problem. From a modeling perspective, generalized linear models based on penalty estimation, such as LASSO, ridge regression, and elastic net, are available [4] [5] [6]. Additionally, there are dimensionality reduction techniques based on variable selection, including mutual information-based variable selection [7], chi-square test-based variable selection [8], and high-dimensional data prediction models based on neural networks. For example, artificial neural networks have been employed to predict basic physical properties of over 2500 types of hydrocarbons and halogenated hydrocarbon molecules [9]. These methods effectively alleviate the curse of dimensionality but possess limitations. Penalized generalized linear models assume linear relationships between predictor and response variables, rendering them unsuitable for nonlinear scenarios. Dimensionality reduction techniques based on variable selection reduce dimensions by selecting a subset of features from the full set, but the selection may not be unique and computational efficiency is relatively low. Moreover, the lack of interpretability restricts the applicability of neural networks. This paper focuses on feature extraction techniques as an alternative. This approach achieves dimensionality reduction through linear or nonlinear combinations of original variables. Such methods typically have explicit solutions and yield somewhat interpretable dimensionality reduction. Feature extraction methods are primarily divided into two categories: unsupervised dimensionality reduction techniques, such as principal component
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analysis and kernel principal component analysis, which respectively handle linear and nonlinear relationships between predictor and response variables. Principal component analysis is a suitable solution when dealing with gas outburst data, which involves many influencing factors and potential autocorrelation [10]. Combining kernel principal component analysis with multiple algorithm optimizations greatly improves accuracy in predicting high-dimensional corroded variables by reducing noise interference [11]. However, the relationship between the extracted feature information and the response variables remains unknown.

In comparison, another type of dimensionality reduction technique, supervised dimensionality reduction, offers several advantages. Representative algorithms in this category include linear discriminant analysis (LDA) and its nonlinear extension method, kernel-based linear discriminant analysis. This method finds widespread applications. For example, Xiong Jianfang et al. [12] utilized the LDA algorithm to reduce the dimensionality of NIR spectral data and combined it with K-nearest neighbor (KNN), random forest (RF), extreme gradient boosting (XGBoost), and logistic regression (LR) algorithms to classify mixed datasets of DSP pollution samples and healthy samples. Wang Minghe et al. [13] employed linear discriminant analysis to improve the accuracy of speech endpoint detection by applying linear discriminant analysis mel-frequency cepstral coefficients (F-MFCC) endpoint detection method, enhancing separability between speech and background noise. In the field of face recognition, a fusion method combining PCA transformation, LDA feature, and SVM classifier has been proposed to reduce high-dimensional features to low dimensions while achieving better recognition performance. The recognition performance improves with increasing facial feature dimensionality until it reaches a stable level of complexity. Preprocessing using Radon transform to remove subjective factors is combined with PCA+LDA+SVM algorithm for face recognition [14] [15].

However, in binary classification tasks, linear discriminant analysis may not perform optimally. This is because linear discriminant analysis has limitations on the dimensionality of the reduction space, which cannot exceed the number of classes. Therefore, in binary classification tasks, the reduced space dimensionality can only be set to 1. However, this setting presents a clear problem when dealing with high-dimensional features, leading to the loss of a significant amount of original effective feature information. Classifying samples based on a single dimensionality perspective oversimplifies the model. To address this issue, this paper proposes an improved discriminant analysis model based on auxiliary slicing. This method overcomes the one-dimensional limitation of the feature space after LDA dimensionality reduction by utilizing equidistant binning techniques. It enhances the ability of LDA to capture effective information from predictor variables by generating a continuous auxiliary response variable. Simulation experiments demonstrate the effectiveness of the proposed method in improving the accuracy and robustness of the original LDA model. Empirical data analysis further proves the higher predictive accuracy of the proposed method compared to LDA.

2. Theory and Methods

2.1. Based on auxiliary slicing linear discriminant analysis.

LDA is a supervised linear learning algorithm and a method for reducing dimensionality with classification feature labels. Compared to PCA, LDA is an enhanced algorithm, primarily because data reduced by LDA is more readily classifiable. The key characteristic of the LDA algorithm lies in its capacity to comprehensively capture the feature information between each class, particularly in relation to the attribute features of different classes. Its objective is to identify a set of projection directions that maximize the Fisher criterion function. These vectors represent the optimal projection directions, maximizing the separation between samples from different classes while minimizing the separation within the same class.

In a dataset D of size m×n (m dimensions, n samples), the objective is to project the data onto a straight line while satisfying two conditions:

a) Ensure that samples from the same class have close projections.
b) Ensure that samples from different classes have distant projections.

If we consider the dataset $D$ to be binary, represented as $D = \{(x_i, y_i)\}_{i=1}^m$ where $y_i \in \{0,1\}$, $X_i$ is the set of independent variables, $i = (0,1)$, and $m$ is the number of independent variables, the data is projected onto the line $\omega$ with $\Sigma_i$ representing the class covariance matrix. Assuming the centroids of the two classes are $\mu_i (i = 0, 1)$, the definition is as follows:

$$\mu_i = \frac{1}{N_i} \sum_{x \in y_i} x$$  \hspace{1cm} (1)$$

The projections of the centroids onto the line are represented as $\omega^T \mu_0$ and $\omega^T \mu_1$. To meet the specified conditions, the objective is to minimize the covariance of projections for samples from the same class and maximize the separation between class centroids:

$$\text{minimize } (\omega^T \Sigma_0 \omega + \omega^T \Sigma_1 \omega) \text{ and } \text{maximize } (||\omega^T \mu_0 - \omega^T \mu_1||^2)^2.$$  \hspace{1cm} (2)$$

The within-class scatter matrix:

$$S_\omega = \Sigma_0 + \Sigma_1 = \sum_{x \in X_0} (x - \mu_0)(x - \mu_0)^T + \sum_{x \in X_1} (x - \mu_1)(x - \mu_1)^T \hspace{1cm} (3)$$

Between-class scatter matrix:

$$S_b = (\mu_0 - \mu_1)(\mu_0 - \mu_1)^T$$

Considering both conditions a) and b), the objective is to maximize:

$$J = \frac{||\omega^T \mu_0 + \omega^T \mu_1||^2}{\omega^T \Sigma_0 \omega + \omega^T \Sigma_1 \omega}$$  \hspace{1cm} (4)$$

In equation (4), the solution for $J$ is independent of the length of $\omega$ and only dependent on the direction. Setting $\omega^T S_\omega, \omega = 1$, the above equation is equivalent to:

$$\text{min } - \omega^T S_b \omega \hspace{1cm} (5)$$

$$\text{st } \omega^T S_\omega, \omega = 1 \hspace{1cm} (6)$$

By utilizing the Lagrange multiplier method, with $\lambda$ representing the Lagrange multiplier, $S_b \omega$ aligns with the direction of $\mu_0 - \mu_1$. Assuming: $S_b \omega = \lambda(\mu_0 - \mu_1)$. To ensure numerical stability and to account for the singular value decomposition of $S_\omega$ in practical data scenarios, we decompose $S_\omega$ as $S_\omega = U \Sigma V^T$ where $\Sigma$ is a real diagonal matrix with its diagonal elements being the singular values of $S_\omega$. Hence, $S_\omega^{-1} = V \Sigma^{-1} U^T$, which can be expressed as:

$$S_b \omega = \lambda S_\omega \omega$$  \hspace{1cm} (7)$$

As a result, the solution for $\omega$ can be obtained:

$$\omega = S_\omega^{-1}(\mu_0 - \mu_1)$$  \hspace{1cm} (8)$$

Expanding on this concept, we broaden the methodology to encompass multi-class classification tasks. Considering the existence of $N$ classes, let $U = \{(x_i, y_i)\}_{i=1}^m$ where $y_i \in \{0,1,2,...,N\}$, and each class $i$ has $m_i$ independent variables. Here, $u$ represents the overall mean vector, while $u_i$ denotes the mean of the independent variables for the $i$-th class. We redefine equation (2) as the accumulation of within-class scatter matrices for each class, termed $S_\omega$, with distinctions from the definitions in (2) and (3) for $S_\omega$ and $S_b$:

$$S_\omega = \sum_{i=1}^N S_{\omega_i} \hspace{1cm} (9)$$

$$S_{\omega_i} = \sum_{x \in X_i} (x - \mu_i)(x - \mu_i)^T \hspace{1cm} (10)$$
Global scatter matrix:

\[ S_t = S_b + S_\omega \]

\[ = \sum_{i=1}^{m} (x_i - u)(x_i - u)^T \]  

The between-class scatter matrix can be calculated from equations (9) and (11) as:

\[ S_b = S_t - S_\omega \]

\[ = \sum_{i=1}^{N} m_i (\mu_i - u)(\mu_i - u)^T \]  

The expressions (4) and (7) above, where \( \text{tr}(.) \) denotes the trace of matrix \( U \), can be expressed as:

\[ S_bA = \lambda S_\omega A \]  

\[ \max_A \frac{\text{tr}(A^T S_bA)}{\text{tr}(A^T S_\omega A)} \]  

Expanding on the concept of Assisted Slicing LDA (SLDA), within the traditional binary LDA algorithm, data is typically constrained to a single dimension, potentially resulting in overlooked information that could be vital for exploration and leading to erroneous conclusions. To capture more pertinent data, the initial binary dataset undergoes LDA for one-dimensional reduction, yielding the reduced data set denoted as \( d \), where \( X_d \) signifies the independent variables within \( d \). Through an equal division of data \( d \) into segments based on \( X_d \), these segmented portions are labeled as \( d_i \), with \( X_{di} \) representing the independent variables specific to each segment \( d_i \). Here, \( \phi \) denotes the number of equal divisions, and the response variable for data \( d_i \) is:

\[ y_{d_i} = \frac{X_{di}}{\phi} \]  

Following the acquisition of the new multi-class dataset \( d_i \), a subsequent dimensionality reduction is conducted using multi-class LDA, as outlined in equations (9)-(14). Within this context, \( \tau \) signifies the dimensionality of the reduction, where \( \tau \leq N-1 \). Consequently, matrix \( A \) functions as the projection matrix, facilitating the transformation of \( d_i \) into a \( \tau \)-dimensional space to decrease its dimensionality. The process of dimensionality reduction is iteratively applied to the data \( d_j \) until the final dataset \( d_j \) is derived. By contrast to traditional LDA methods that restrict reductions to a single dimension, this approach surmounts such limitations, thereby conserving more information and enhancing both accuracy and predictive capacity.

3. Data Analysis

3.1. Data Sources and Experimental Setup

The simulated data in Table 1 is generated using the make_classification function from the Sklearn library in Python. Real data is drawn from the UCR dataset, specifically the test and train datasets of the ECG200 dataset outlined in Table 2. The ECG200 dataset, a binary classification dataset formatted by R. Olszewski for his 2001 paper at Carnegie Mellon University [16], features \( X \) representing the electrical activity during each heartbeat and \( Y \) indicating normal heartbeats or myocardial infarctions. The ECG200 test and train datasets, named ECG2001 and ECG2002 respectively, each consist of 100 samples. The test proportion is set at 0.3 (though this may vary), leading to two distinct real data experiments. Following LDA analysis on these binary datasets, a new one-dimensional dataset is created by binning \( X \) into equidistant intervals. Subsequently, multi-class LDA analysis is employed to reduce dimensionality and achieve the ultimate goal. Please note: \( n/\)sample size, \( k/\)number of features, \( p/\)test proportion, \( m/\)number of slices, \( f/\)dimensionality reduction.
Table 1. Parameter Settings for Simulated Data

<table>
<thead>
<tr>
<th>Experiment</th>
<th>n</th>
<th>k</th>
<th>p</th>
<th>m</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1000</td>
<td>20</td>
<td>0.4</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>1000</td>
<td>15</td>
<td>0.5</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>1500</td>
<td>25</td>
<td>0.5</td>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2. Parameters for Real Data

<table>
<thead>
<tr>
<th>Real data</th>
<th>n</th>
<th>p</th>
<th>m</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECG2001</td>
<td>100</td>
<td>0.3</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>ECG2002</td>
<td>100</td>
<td>0.7</td>
<td>15</td>
<td>5</td>
</tr>
</tbody>
</table>

The experiment is conducted in the Jupyter Notebook 6.5.4 (Python 3) environment within Anaconda Navigator. In this experiment, we implement both the classic LDA algorithm and the SLDA algorithm with auxiliary slicing improvement. We perform 100 iterations, running these algorithms on simulated and real data at various dimensions. The mean accuracy and standard deviation of testing and prediction results are calculated for each algorithm and displayed in Table 5. A higher mean accuracy reflects better precision, while a lower mean standard deviation indicates greater robustness. Through this analysis, we aim to demonstrate that the improved SLDA algorithm outperforms the classic LDA algorithm.

$$\text{accuracy} = \frac{\text{number of correct predictions}}{\text{total predictions}} \times 100\% \quad (16)$$

3.2. Comparison of Results

Based on the results from Table 3, which show simulated data, and Table 4, which present real data, it is clear that employing the classic LDA with auxiliary slicing and reusing the LDA algorithm allows for a feature space dimension beyond one dimension. This method enhances the retention of predictive variable information and minimizes the loss of valuable data. Upon reviewing the simulated data results, the spline-LDA method consistently demonstrates higher mean accuracy rates across the three datasets compared to the LDA method, with lower mean standard deviations. On average, there has been a 6.6071% increase in mean accuracy rates and a 1.2844% decrease in mean standard deviations. As a result, based on the simulated data results, the proposed binning-assisted slicing algorithm in this paper proves to be superior to the traditional LDA algorithm.

Table 3. Simulated Data Results

<table>
<thead>
<tr>
<th>methods</th>
<th>Mean1</th>
<th>Mean2</th>
<th>Mean3</th>
<th>Std1</th>
<th>Std2</th>
<th>Std3</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>0.7529</td>
<td>0.7512</td>
<td>0.7505</td>
<td>0.0757</td>
<td>0.0687</td>
<td>0.0715</td>
</tr>
<tr>
<td>Spline-LDA</td>
<td>0.8203</td>
<td>0.8316</td>
<td>0.8009</td>
<td>0.0572</td>
<td>0.0582</td>
<td>0.0619</td>
</tr>
</tbody>
</table>

Table 4. Real Data Results

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>0.7813</td>
<td>0.7410</td>
<td>0.0531</td>
<td>0.0587</td>
</tr>
<tr>
<td>Spline-LDA</td>
<td>0.7980</td>
<td>0.7784</td>
<td>0.0480</td>
<td>0.0525</td>
</tr>
</tbody>
</table>

From the results of real data, the mean accuracy of the two real datasets is higher when using the spline-LDA method than when using the LDA method, and the mean standard deviation is lower. The average mean accuracy of the two overall datasets has increased by 2.7021%, and the average mean standard deviation has decreased by 0.5675%.
Table 5. The mean and standard deviation of the improvement effect error in 100 experiments under different dimensions

<table>
<thead>
<tr>
<th>K</th>
<th>LDA</th>
<th>spline-LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td></td>
<td>ECG2001</td>
<td>ECG2002</td>
</tr>
<tr>
<td>5</td>
<td>0.6990</td>
<td>0.0506</td>
</tr>
<tr>
<td>6</td>
<td>0.6934</td>
<td>0.0542</td>
</tr>
<tr>
<td>7</td>
<td>0.6790</td>
<td>0.0559</td>
</tr>
<tr>
<td>8</td>
<td>0.6938</td>
<td>0.0503</td>
</tr>
<tr>
<td>9</td>
<td>0.6980</td>
<td>0.0540</td>
</tr>
<tr>
<td>10</td>
<td>0.7102</td>
<td>0.0476</td>
</tr>
<tr>
<td>15</td>
<td>0.7478</td>
<td>0.0493</td>
</tr>
<tr>
<td>20</td>
<td>0.6886</td>
<td>0.0836</td>
</tr>
<tr>
<td>25</td>
<td>0.6345</td>
<td>0.0930</td>
</tr>
<tr>
<td>30</td>
<td>0.6251</td>
<td>0.0890</td>
</tr>
<tr>
<td>35</td>
<td>0.6667</td>
<td>0.0777</td>
</tr>
<tr>
<td>40</td>
<td>0.6912</td>
<td>0.0750</td>
</tr>
<tr>
<td>45</td>
<td>0.7232</td>
<td>0.0672</td>
</tr>
<tr>
<td>50</td>
<td>0.7410</td>
<td>0.0587</td>
</tr>
</tbody>
</table>

Figure 1 on the left displays the results of the ECG2001 data, while Figure 1 on the right illustrates the outcomes of the ECG2002 data. These visual representations offer a more intuitive and lucid comparison, clearly demonstrating that the accuracy attained through spline-LDA analysis surpasses that achieved via LDA analysis. Furthermore, the variability range in spline-LDA, depicted by bands, is generally wider than that of LDA, except in cases where the bands overlap and exhibit equality. This observation leads to the inference that the efficacy of the spline-LDA method exceeds that of the conventional LDA approach. Notably, Figure 2 presents a noteworthy exception to this trend within the specific dimension range of 10-20, underscoring the critical significance of selecting an optimal number of slices for dimension reduction.

Upon thorough examination, it becomes apparent that whether utilizing simulated or real data, once appropriate parameters are chosen, employing the spline-LDA method for analysis yields higher accuracy and reduced standard deviation compared to utilizing the traditional LDA method. These findings strongly suggest that the spline-LDA method outperforms the traditional LDA method in binary data analysis.

Figure 1. Improvement Effect Display Under Different Dimensions (ECG2001 - Left; ECG2002 - Right)
4. Conclusion and Prospects

This article introduces linear discriminant analysis based on equidistant auxiliary slices, which theoretically has a better capacity to capture effective feature information compared to classical linear discriminant analysis. The experimental results reveal that the former algorithm achieves higher prediction accuracy and greater robustness. Furthermore, the feature space dimension is no longer limited to one dimension, thereby enhancing the retention of predictive variable information and reducing the loss of effective information.

In terms of future research directions, the determination of the number of auxiliary slices is an area that warrants further investigation. It is worth noting that preliminary findings from simulated experiments indicate that this hyperparameter is not sensitive to classification efficiency. Additionally, the utilization of auxiliary slices requires additional exploration. While equidistant binning techniques are adequate for capturing abundant feature information when variables follow a uniform or symmetric distribution, a more flexible slicing method, such as clustering slicing rules, may be necessary if the data is skewed to the left or right. Moreover, this linear discriminant analysis based on auxiliary slices can readily be expanded to nonlinear discriminant analysis models based on reproducing kernel Hilbert spaces.
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