Quantitative Light Pollution Analysis Based On K-Means++ Cluster Analysis and Neural Networks
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Abstract. The purpose of this study is to investigate the problem of light pollution, to quantitatively analyze a wide range of light pollution and to simulate the effect of regional control strategies. First, TANGY model was introduced to transform the light pollution evaluation from simple luminous flux calculation to comprehensive evaluation. TOPSIS evaluation method optimized by entropy weight method and BP neural network optimized by genetic algorithm were used to calculate the light pollution index. Secondly, three strategies to solve light pollution are proposed, and the implementation model is constructed by cluster analysis and regression modeling. The optimal strategy is determined by gradient enhanced decision tree algorithm, and the prediction model of light pollution intervention strategy is constructed. This study provides an effective reference for the formulation of light pollution prevention strategies in different regions, and is expected to have practical significance in the field of environmental protection.
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1. Introduction

Due to the impact of climate change, environmental pollution has attracted wide attention in recent years. Light pollution is another new type of environmental pollution after air pollution, water pollution, soil pollution and noise pollution. Light pollution can lead to wasted energy and harm humans and other living things. Although light pollution has not been included in the prevention and control of environmental pollution, its impact is absolutely obvious and serious.

In this paper, economic, population, wildlife and observatory data in recent years are obtained based on the "China Statistical Yearbook" issued by the National Bureau of Statistics of China, and night remote sensing data are obtained based on the Chinese Luojia-1 luminous remote sensing satellite. Based on the quantitative analysis of the relevant data, a quantitative comprehensive model for evaluating the impact of light pollution is developed. On this basis, a variety of feasible light pollution intervention strategies are proposed, and the implementation effects of the strategies are analyzed.

2. TANGY Quantitative Analysis Model of Light Pollution

The TANGY model consists of two parts, which are solved for the potential light pollution capacity index and the potential being light polluted capacity index. The model of the Entropy method [1-2] and the model of the TOPSIS method [3] are used for the solution of potential light pollution capacity index. The model of the neural network algorithm optimized by the genetic algorithm is used for the solution of the potential light pollution capacity and the potential being light polluted capacity. The difference between the two is interpreted as the light pollution index.

2.1. Model Construction

2.1.1 The model of the entropy method

Firstly, the different factors are normalized. The purpose of this step is to process all the different types of factors into very large factors. Our factors contain very large, very small and intermediate types of factors, where economic level and proportion of tertiary industries are very large factors,
light brightness area, mean of light brightness and maximum light brightness are very small factors, and population density is an intermediate type of factor.

For the very large factors, the data do not need to be normalized. For very small factors, since all our data are positive, the inverse is taken directly:

$$X_i = \frac{1}{x_i}, (i = 1, 2, 3, \ldots)$$  \hspace{1cm} (1)

For intermediate type factors, the best value $x_{best}$ is the first thing to be determined, and $x_{new}$ is the very large indicator after forwarding, the specific process is as follows:

$$M = \max(|x_i - x_{best}|)$$  \hspace{1cm} (2)

$$x_{new} = 1 - \frac{|x_i - x_{best}|}{M}$$  \hspace{1cm} (3)

In order to remove the differences between factors or differences due to different scales, we standardize all indicators. The matrix $X$ is developed as follows:

$$X = \begin{bmatrix} x_{11} & \cdots & x_{1m} \\ \vdots & \ddots & \vdots \\ x_{n1} & \cdots & x_{nm} \end{bmatrix}$$  \hspace{1cm} (4)

The matrix after standardization is noted as $Z$. The normalization formula for each element in this matrix is as follows:

$$z_{ij} = \frac{x_{ij} - \min\{x_{1j}, x_{2j}, \ldots, x_{nj}\}}{\max\{x_{1j}, x_{2j}, \ldots, x_{nj}\} - \min\{x_{1j}, x_{2j}, \ldots, x_{nj}\}}$$  \hspace{1cm} (5)

After that, the weight of each element in the matrix is calculated and the sum of the weight of all elements is 1. The calculated matrix is called the probability matrix and is denoted as $P$:

$$p_{ij} = \frac{z_{ij}}{\sum_{i=1}^{n} z_{ij}}$$  \hspace{1cm} (6)

Next, calculate the information entropy of each factor, noted as $e_j$. The formula is as follows:

$$e_j = -\frac{1}{\ln(n)} \sum_{i=1}^{n} p_{ij} \ln(p_{ij}), (j = 1, 2, \ldots, m)$$  \hspace{1cm} (7)

Finally, the weights derived from the entropy weighting method are calculated, $d_j$ is the information utility value of each factor and $w_j$ is the weight of each factor:

$$d_j = 1 - e_j, (j = 1, 2, \ldots, m)$$  \hspace{1cm} (8)

$$w_j = \frac{d_j}{\sum_{j=1}^{m} d_j}, (j = 1, 2, \ldots, m)$$  \hspace{1cm} (9)

### 2.1.2 The model of the TOPSIS method

Define the best and worst scenarios $Z^+$ and $Z^-$ among all schemes after normalization first [4-6]:

$$Z^+ = (\max\{z_{11}, z_{21}, \ldots, z_{n1}\}, \max\{z_{12}, z_{22}, \ldots, z_{n2}\}, \ldots, \max\{z_{1m}, z_{2m}, \ldots, z_{nm}\})$$  \hspace{1cm} (10)

$$Z^- = (\min\{z_{11}, z_{21}, \ldots, z_{n1}\}, \min\{z_{12}, z_{22}, \ldots, z_{n2}\}, \ldots, \min\{z_{1m}, z_{2m}, \ldots, z_{nm}\})$$  \hspace{1cm} (11)

And then define the distance $D^+$ between the $i$th evaluation scheme and the best scheme:

$$D_i^+ = \sqrt{\sum_{j=1}^{m} w_i (Z_j^+ - z_{ij})^2}$$  \hspace{1cm} (12)

The distance $D^-$ between the $i$th evaluation scheme and the worst scheme:

$$D_i^- = \sqrt{\sum_{j=1}^{m} w_i (Z_j^- - z_{ij})^2}$$  \hspace{1cm} (13)
Finally, the score of the $i$-evaluation scheme is calculated:

$$S_i = \frac{D_i^+}{D_i^+ + D_i^-}$$  \hspace{1cm} (14)$$

$S_i$ is the potential light pollution capacity index mentioned above, which shows the synergistic relationship between regional economic development and light intensity.

### 2.1.3 The model of the neural network algorithm optimized by genetic algorithm

Different areas are different in how sensitive they are to light pollution. Thus, we need to classify these different areas according to the levels of risk according to the factors of different types of areas. In order to make the classification not affected by subjective considerations. However, many values of traditional neural networks [7] are difficult to find the best, so we use genetic algorithms to optimize the neural networks [8-9]. Finding the best values by multiple iterations. Then the neural network is trained based on these values. The specific operation flow is shown in the Fig.1.

**Fig. 1** The pattern of neural network algorithm optimized by genetic algorithm.

The encoding is performed first. Consider a neural network with input node $i$, implicit node $j$, and output node $k$, where the weight matrix from the input layer to the implicit layer is $W$, the threshold matrix of the implicit layer is $\gamma$, the weight matrix from the implicit layer to the output layer is $V$, and the threshold matrix of the output layer is $h$.

Next, set the initial population. The population size is set to 50 and let the individuals within the population be generated randomly. And define the fitness function.

$$F = \frac{1}{\sum_{k=1}^{NO} \sum_{i=1}^{Ne} |y_{ki}^i - a_k^i|}$$  \hspace{1cm} (15)$$

Where $NO$ represents the number of training set samples, $Ne$ represents the number of output nodes, $y_{ki}^i$ represents the $i$-th predicted output obtained by the $k-th$ sample through the neural network, and $a_k^i$ represents the corresponding actual output.

The selection method used in this paper is the roulette wheel selection method. Populations of the same size $N$ are generated. The average fitness of the selected individuals is high. But there will be duplicate individuals, and the crossover of duplicate individuals is meaningless. Thus, duplicate individuals will be removed during the selection process.

The crossover method used in this paper is the real number crossover method. Suppose there are two chromosomes $A$ and $B$ of length $l$. Then:

$$a_k' = (1 - r)a_k + rb_k$$  \hspace{1cm} (16)$$

$$b_k' = rb_k + (1 - r)a_k$$  \hspace{1cm} (17)$$

Where $r$ is a random number between $[0,1]$ and $k = 1, 2, \ldots, l$. The advantage of this method is that the hybridized genes are a convex combination of the parent's gene values, thus, fully combining
the genes of parents. \( r \) is introduced to increase the diversity of individuals, which can enhance the local search ability of the algorithm and is beneficial for the algorithm to develop the optimal fusion ratio during reiteration.

The mutation method used in this paper is parenchymal variation. When the mutation operator mutates the \( k-th \) gene of an individual \( A \) with a certain probability, the mutation operation is:

\[
a_k' = \begin{cases} 
  a_k + (a_{\text{max}} - a_k) \times r_1 \left(1 - \frac{g}{G_{\text{max}}}\right)^2 & r_2 > 0.5 \\
  a_k + (a_{\text{min}} - a_k) \times r_1 \left(1 - \frac{g}{G_{\text{max}}}\right)^2 & r_2 \leq 0.5
\end{cases}
\]  

(18)

Where \( a_{\text{max}} \) and \( a_{\text{min}} \) are the upper and lower bounds of gene values, \( G \) represents the current iteration number, \( G_{\text{max}} \) represents the maximum iteration number, and \( r_1 \) and \( r_2 \) are the random numbers between \([0,1]\). The random number \( r_1 \) affects the level of variation. \( r_2 > 0.5 \) moves the gene value towards the maximum value, \( r_2 \leq 0.5 \) moves the gene towards the minimum value, ensuring that the gene value increases or decreases with equal probability, and the upper and lower bounds of the gene ensure that the gene value does not vary too much.

Finally, a termination condition is set for the iterations, and the algorithm terminates when the adaptation level of the optimal individual and the adaptation level of the population are no longer increasing.

Next, the neural network was constructed using the data obtained from the previous optimization. First, the structure of the neural network was determined. The input parameters included the number of observatories in the region, the total number of traffic accidents and the area of forested land. We hope to get the potential being light polluted capacity index through the neural network, so there is one output parameter of the neural network. According to the following experimental formula, we set the number of neurons in the hidden layer to four.

\[
h = \sqrt{m + n + a}
\]  

(19)

2.2. Model Solving and Analysis

Four cities were selected as inputs to the model, which are Shanghai, Guangdong, Hunan and Tibet. These four cities represent the urban community, suburban community, rural community, and protected land. Shanghai is the most economically developed region in China, so it represents the urban community. parts of Guangdong are more developed, but overall, less developed than Shanghai, so it represents the suburban community. Hunan is one of the major cities in China, but has a large farming area, so it represents the rural community. Tibet is one of the least population-density areas in the world, and 90% of its area is a wildlife reserve, so it represents protected land.

Firstly, the weights of different factors are calculated by the model of entropy method. The factors we selected are economic level, proportion of tertiary industries, light brightness area, mean of light brightness, maximum light brightness and population density. The positive treatment of these factors has been mentioned in the previous section. After the calculation of entropy weighting method, the weights of these factors are shown in the Table 1.

<table>
<thead>
<tr>
<th>Factor name</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>economic level</td>
<td>15.89012</td>
</tr>
<tr>
<td>proportion of tertiary industries</td>
<td>13.13101</td>
</tr>
<tr>
<td>light brightness area</td>
<td>24.01676</td>
</tr>
<tr>
<td>mean of light brightness</td>
<td>10.03436</td>
</tr>
<tr>
<td>maximum light brightness</td>
<td>10.02080</td>
</tr>
<tr>
<td>population density</td>
<td>26.90696</td>
</tr>
</tbody>
</table>

Table 1. The weight of factors
We then enter this weight and data into the TOPSIS model we build. The potential light pollution capacity index of the four cities was obtained.

Next, the model of the neural network algorithm optimized by the genetic algorithm was used to solve for the potential being light polluted capacity index. After the genetic algorithm was performed, the optimal parameters were input into the neural network. The results of the evaluation of the model of the neural network after the training and test sets are shown in the Table 2.

<table>
<thead>
<tr>
<th>Assemblies</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
<th>MAPE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Assemblies</td>
<td>0.041</td>
<td>0.203</td>
<td>0.164</td>
<td>0.415</td>
<td>0.534</td>
</tr>
<tr>
<td>Test Assemblies</td>
<td>0.035</td>
<td>0.187</td>
<td>0.159</td>
<td>0.364</td>
<td>0.435</td>
</tr>
</tbody>
</table>

MSE is mean square error, RMSE is root mean square error, MAE is mean absolute error, MAPE is Mean absolute percentage error, the smaller these four values are, the more accurate the model is. $R^2$ represents the fit coefficient, the closer this number is to 1, the better the fit is. Our model fit is within the acceptable range.

Finally, the data from the four previously selected areas were input to the model to derive the potential being light polluted capacity index for these four cities. And the light pollution metric obtained by using the potential being light polluted capacity index minus the potential light pollution capacity index is shown in the Table 3.

<table>
<thead>
<tr>
<th>City</th>
<th>light pollution metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shanghai, China</td>
<td>-0.4432</td>
</tr>
<tr>
<td>Guangdong, China</td>
<td>-0.3691</td>
</tr>
<tr>
<td>Hunan, China</td>
<td>0.1460</td>
</tr>
<tr>
<td>Tibet, China</td>
<td>0.6804</td>
</tr>
</tbody>
</table>

Light pollution metric has a value range of [-1,1]. In this range, the closer to -1, the more the city is polluted by light; the closer to 1, the less the city is polluted by light. It is clear from our results that light pollution is more serious in Shanghai and Guangdong, while Hunan and Tibet suffer from less light pollution, and Tibet seems not even suffer from light pollution.

2.3. Sensitivity Analysis

We analyze the factors that are more difficult to determine in the TANGY model. The more difficult factors to determine in the TANGY model are the proportion of tertiary industries and the area of forested land, and then the sensitivity of these two factors is tested. These data were scaled down and brought back to the original model for testing. The results of the graphs with this data are shown in Fig.2.

![Fig. 2 Results of sensitivity test](image-url)
As can be seen from the figure, the model for calculating the potential light pollution capacity is extremely stable. Because this model is a traditional evaluation type model, there is no uncertainty in the process of calculation. However, the model for calculating the potential being light polluted capacity is affected by changes in the values of the factors. In the Fig. 2, it can be seen that different regions have different sensitivities when using the model for prediction. The region with the highest sensitivity is Guangdong, and the region with the lowest sensitivity is Tibet. However, even for Guangdong, which has the highest sensitivity, the potential being light polluted capacity index changes by 12% when the factor is changed by 5%. This change is acceptable.

3. The Model of Light Pollution Intervention Strategy

3.1. Model Construction

First, we need to identify three strategies to reduce light pollution. The three strategies are: reduce the lighting time, reduce the light threshold, and reduce the light exposure range. These three strategies affect different factors in relative terms. And K-means++ cluster analysis was performed for the factors influenced by these three strategies, and the method of analysis is shown below.

Firstly, three centers of mass should be determined. A sample point $c_1$ is randomly selected from the sample set $X$ as the first cluster center of mass, and the distance $d(x)$ from the other sample points $x$ to the nearest cluster center is calculated. The formula is as follows:

$$d(x) = \sqrt{\sum_{k=1}^{m} (x_{ik} - x_{jk})^2}$$ (20)

A new sample point is subsequently selected to be added to the set of cluster centroids using the probability method. Where the larger the distance value $d(x)$, the higher the probability of being selected. The specific probability calculation formula is as follows:

$$P(x) = \frac{d(x)^2}{\sum_{x} d(x)^2}$$ (21)

Repeat the previous two steps to determine the center locations of the three clusters we need. Then perform the K-means calculation based on these three centers. The calculation is done by using (20) to calculate the distance of each remaining sample point with each center of mass and assigning it to the cluster where the center of mass with the smallest interphase distance is located. Then the distances of the sample points in each cluster with respect to the cluster center of mass are recalculated again to determine the new center of mass. This calculation process is repeated until the center of mass no longer changes or the maximum number of iterations is reached.

Once we have this result, we can calculate the relationship between all these factors on the light pollution level by least squares regression. Firstly, all the factors are normalized to the matrix $Z$. The matrix takes the following form:

$$Z = \begin{bmatrix} Z_{11} & \cdots & Z_{i1} \\ \vdots & \ddots & \vdots \\ Z_{ij} & \cdots & Z_{ij} \end{bmatrix}$$ (22)

Prediction models were then developed:

$$y^{(j)} = w_0 + w_1 x_1^{(j)} + w_2 x_2^{(j)} + \cdots + w_i x_i^{(j)}$$ (23)

The accuracy of the prediction is measured by calculating the mean square error between the predicted and true values of the light pollution metric for each sample. The specific equation is as follows:

$$J_{(j)} = \frac{1}{2l} \sum_{i=1}^{l} \left( y^{(i)} - h_j(x^{(j)}) \right)^2$$ (24)
Where $J(j)$ represents the error between the predicted and true values of the sample, $h_j(x^{(j)})$ represents the true value of the corresponding sample, and $y^{(i)}$ represents the predicted value of the corresponding sample. When $J(j)$ takes the minimum value, the error is the lowest, which means the more accurate the model is. When taken to the extreme value, the partial derivative of $J(j)$ is 0, and the parameters corresponding to the factors are solved:

$$\frac{\delta J}{\delta j} = \frac{1}{i} Z^T (Z_j - y)$$  \hspace{1cm} (25)$$

Usually, policies are not developed with one factor in mind, but rather multiple perspectives. Thus, we need to determine how strong the three policies should be for a particular region. However, using traditional traversal algorithms can make this process extremely long. Therefore, we use the gradient regression tree algorithm [10-11] to optimize this process. At this point, the model of light pollution intervention strategy is completed.

### 3.2. Model Solving and Analysis

12 statistical factors are selected as the input of the model, and the 12 influencing factors are shown in Table 4. Firstly, through K-Means ++ cluster analysis, three main influencing factors of light pollution intervention strategies were obtained. Next, the least squares regression was carried out to determine the coefficients of each factor, and the results were shown in Table 4.

**Table 4. The coefficient of the 12 factors**

<table>
<thead>
<tr>
<th>Factors</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic level</td>
<td>-3.6959886853880115e-8</td>
</tr>
<tr>
<td>Proportion of tertiary industries</td>
<td>-3.1505417541035e-10</td>
</tr>
<tr>
<td>Light brightness area</td>
<td>-8.607144820710941e-10</td>
</tr>
<tr>
<td>Mean of light brightness</td>
<td>-1.3991181625694836e-9</td>
</tr>
<tr>
<td>Maximum light brightness</td>
<td>-7.446408678447474e-10</td>
</tr>
<tr>
<td>Population density</td>
<td>-1.261829483514949e-9</td>
</tr>
<tr>
<td>Number of observatories in the region</td>
<td>0</td>
</tr>
<tr>
<td>The total number of traffic accidents</td>
<td>7.964841890604137e-8</td>
</tr>
<tr>
<td>Area of forested land</td>
<td>1.3218751010896492e-10</td>
</tr>
<tr>
<td>Budling construction area</td>
<td>0.000001197511096911006</td>
</tr>
<tr>
<td>Urban street lighting</td>
<td>-4.104605048928162e-7</td>
</tr>
<tr>
<td>Total electricity consumption</td>
<td>2.52316473135583e-10</td>
</tr>
</tbody>
</table>

Notice that the coefficient of Number of observatories in the region is 0. This is because there are no observatories in the two regions we have chosen. Thus, we also take this into account when training the model. The data from the cities with observatories were purposely excluded to ensure accuracy of the mode.

Finally, the same dataset is used to train the gradient boosting tree model. Finally, the strongest learner is obtained. At this point, we have successfully built this model. Next, this model is used to analyze our two selected regions.

The two cities we selected are Zhejiang and Chongqing in China. The true values of light pollution metric for these two regions are -0.4596 and -0.3444, respectively. Their other data will be changed by the policy change. And the changed values are put into the model for prediction. The final data obtained for the best policies in these two regions are shown in the Table 5. After the policy regulation, there is a significant decrease in the light pollution level in the two regions.
Table 5. Changes and strategies of light pollution in Zhejiang and Chongqing

<table>
<thead>
<tr>
<th>Area</th>
<th>Light pollution metric</th>
<th>Strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before</td>
<td>After</td>
</tr>
<tr>
<td>Zhejiang, China</td>
<td>-0.4596</td>
<td>-0.0129</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chongqing, China</td>
<td>-0.3444</td>
<td>0.0435</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The RLH, RLT and RRLE in the table correspond to the three management strategies mentioned in the previous section, respectively. That is, reducing light hours, Reducing the light threshold and reducing the range of light exposure.

Based on the results of the two regions above, different strategies should be developed for different regions. For Zhejiang, the strongest policy should be Reduce the range of light exposure, because Zhejiang is one of the most economically developed regions in the world, where commercial areas are large, and businesses use a lot of light to decorate their stores. For Chongqing, the strongest policy should be Reducing light hours. Most communities in Chongqing are not designed intelligently enough, and the lights in many communities are not turned on as they are used.

4. Summary

Firstly, the potential light pollution capacity index is solved based on entropy weight method and TOPSIS method, and the potential light pollution capacity is solved by neural network algorithm optimized by genetic algorithm, so that TANGY model is established to evaluate the light pollution level in a region. Four regions, Shanghai, Guangdong, Hubei and Tibet, are selected to represent the four places in the question for analysis. The results showed that the degree of light pollution was higher in Shanghai and Guangdong, and lower in Hubei and Xizang.

Second, three policies to control light pollution are identified, and then K-Means ++ and least squares regression are used to obtain a model that can predict light pollution levels using policy influencing factors. The GBDT algorithm was used to predict the light pollution level after the policy adjustment. The model is applied to Chongqing and Zhejiang in China, and the results show that Zhejiang should increase the light reduction range, and Chongqing should increase the light reduction hours.
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