Mobile Robot Path Planning in 2D Space: A Survey
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Abstract. Robot path planning is task of navigating a mobile robot around a space in which lie a number of obstacles that have to be avoided. Path-planning can be static or dynamic. It is also an important primitive for autonomous mobile robots that lets robots find the shortest or otherwise optimal path between two points. Here we deal with static path-planning. We proposed 8 methods for path planning on this topic.
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1. Introduction

With the rapid development of science and technology in the world, the word "robot" has been welcomed by many people. Today's robot is autonomous and has the ability of self-learning, reasoning, decision-making and planning. This robot is called artificial intelligence, which has changed our life. [1] In 2015, AlphaGo, a robot proficient in chess, defeated the famous Korean chess player and the Chinese world champion Jacko in 2016 [2][3]. A lot of work will be replaced by artificial intelligence, which is more efficient and can work 24 hours. For example, cleaners are replaced by automatic cleaners, and waiters are replaced by automatic delivery robots. Intelligent mobile robot is a comprehensive system integrating environmental perception, dynamic decision-making and planning, behavior control and execution. It integrates the research results of sensor technology, information processing, electronic engineering, computer engineering, automatic control engineering and artificial intelligence. It represents the highest achievement of mechanics and is one of the most active fields in the development of science and technology. With the continuous improvement of robot performance, the application range of mobile robot is greatly expanded. It is not only widely used in industry [4], agriculture [5], medical treatment [6] and service industries [7], but also in harmful and dangerous occasions such as urban security [8], national defense [9] and space exploration [10]. Therefore, mobile robot technology has attracted extensive attention all over the world.

The research of mobile robot began in the late 1960s. Nils Nilsson and Charles Rosen of Stanford Research Institute (SRI) developed an autonomous mobile robot called Shakey from 1966 to 1972. [11] Using artificial intelligence technology to study the autonomous reasoning, planning and control of robot system in complex environment. According to the robot's recognition of the surrounding environment information, the degree of mastering the information and the recognition of different kinds of obstacles, the robot path planning can be divided into four categories. [12] Firstly, the robot plans the path of the mobile robot according to the position of the static obstacles in the known and familiar environment. Secondly, the robot plans the path of mobile robot according to the position of static obstacles in unknown and unfamiliar environment. Thirdly, in the known and familiar environment, the path of mobile robot is planned according to the running state of dynamic obstacles. Fourthly, the path of mobile robot is planned according to the running state of dynamic obstacles in an unknown and unfamiliar environment. According to the robot's ability to master the surrounding environment, the path planning technology can be divided. The first kind is to plan the path of the mobile robot based on the verification of the surrounding environment information, and the planned...
path is the global path; The second is to plan the path of the robot based on the sensor information, and the planned path is a local path. The path planning method of mobile robot can be divided into two types: traditional method and intelligent method. Our main topic is the path planning of robot in two-dimensional space, so we can take the automatic distribution robot as an example.

**Figure 1.** This is a transfer robot that initializes and records the path to each workbench.

The performance indexes of robot path planning include real-time, security and accessibility. In the dynamic environment, due to the continuous change of environmental information, if the real-time performance of mobile robot is poor and lags the dynamic environment, it may lead to obstacle avoidance failure. Security and accessibility are also important. A method with poor performance index will be eliminated even if it can make the mobile robot go out of the ideal trajectory. Although some methods have no advanced theory, they have their own space because of their simple calculation, good real-time performance, and good security. How to improve the performance index is an important research direction of various algorithms. The term "algorithm" means "a process or set of rules to be followed in calculation or other problem-solving operations". [13] Therefore, an algorithm is a set of rules or instructions that gradually define how to perform work to achieve the desired results.

**Figure 2.** This is a path planning for a transportation robot.
This is a simple algorithm. When the sensor senses the arrival of the train, it needs to judge whether the train arrives. When it arrives, it closes the gate. When it does not arrive, it returns to the starting process. Then when the train leaves, the gate will open, otherwise it will close. Therefore, the algorithm starts from sensor sensing and is a cyclic process. In this topic we will investigate the motion planning for the robots. Motion planning consists of path planning (space) and trajectory planning (time) [14][15]. The sequence of points or curves connecting the starting point and ending point are called path, and the strategy forming the path is called path planning. So there are 2 kinds of algorithms that we are going to investigate which is the path planning algorithms and the trajectory planning algorithms. In my opinion, the differences of the two kind of algorithms is the goal of path planning is to make the distance between the path and the obstacle as far as possible and the length of the path as short as possible but the main purpose of trajectory planning is to make the running time or energy of the robot as short as possible in the joint space movement. We will investigate 8 algorithms. 6 path planning algorithms and 2 trajectory planning algorithms. For the path planning algorithm. There are 2 graph-based algorithms which is Dijkstra algorithm [16] and A* algorithm [17], and 2 sampling algorithms which is RRT [18] and PRM [19], and there are also choose 2 intelligent planning algorithms which is the Genetic algorithm [20] and Ant colony algorithm [21]. For the trajectory algorithm there are 2 algorithms, which is the Polynomial curves [22] and the Bezier curves [23]. We will introduce my algorithms in background part.

2. Background

Let's briefly explain the word "algorithm". The word "algorithm" means "a process or a set of rules to be followed in calculation or other problem-solving operations. In the global path planning algorithm, it can be roughly divided into three categories: traditional algorithm (Dijkstra algorithm, A* algorithm, etc.), intelligent algorithm (PSO algorithm, genetic algorithm, reinforcement learning, etc.), traditional and intelligent algorithms. There are many kinds of intelligent algorithms, but the traditional algorithms are more basic. Therefore, based on the principle of from simple to deep, we first learn the traditional algorithms. In the traditional path planning algorithms, the implementation principles and application ranges of various algorithms vary greatly, but the following five algorithms can be regarded as one class (Dijkstra, A*, D*, LPA*, D* Lite), the basic principles of each algorithm are described below, and the search principles and application scenarios are compared and distinguished.

Dijkstra algorithm, also known as Dijkstra algorithm, was proposed by E.W. Dijkstra in 1959. The algorithm adopts a greedy mode, which solves the shortest path problem from a single node to another node in a directed graph. Its main feature is that the next node selected in each iteration is the nearest child node of the current node, that is, the journey of each iteration is the shortest. In order to ensure the shortest path finally found, the shortest path from the starting node to all traversed points should be updated in each iteration.

A* algorithm is a heuristic search algorithm. Heuristic search is to establish heuristic search rules in the search process, so as to measure the distance relationship between the real-time search location and the target location, make the search direction first towards the location of the target point, and finally achieve the effect of improving the search efficiency.

Based on the A* algorithm, Anthony Stentz proposed the dynamic A* algorithm, that is, the D* algorithm, in 1994. D* algorithm is a reverse incremental search algorithm, that is, the algorithm gradually searches from the target point to the starting point; Incremental search, that is, the algorithm calculates the distance measurement information of each node in the search process. In the dynamic environment, if there are obstacles that cannot continue to search along the pre path, the algorithm will re-plan the path at the current state point according to the distance measurement information of each point previously obtained, without re-planning from the target point.

In 2001, life planning A* algorithm jointly proposed by Sven Koenig et al. is an incremental heuristic search algorithm based on A* algorithm. Implementation principle of LPA* algorithm: the
starting point of search is the set starting point (forward search), and the size of key value is taken as the principle of search progress. When the target point is the next search point, the planning is completed. The key value contains the heuristic function term as the heuristic principle to affect the search direction. When in a dynamic environment, LPA* can adapt to the changes of obstacles in the environment without recalculating the whole environment. The method is to use the g value obtained from the previous search twice during the current search in order to re-plan the path.

Researchers have proposed many planning methods, such as artificial potential field method, element decomposition method, random road map (PRM) method, fast search tree (RRT) method and so on. The traditional artificial potential field and element decomposition method need to accurately model the obstacles in space. When the obstacles in the environment are complex, it will lead to a large amount of calculation of the planning algorithm. PRM method based on random sampling technology can effectively solve the path planning problem in high-dimensional space and complex constraints’ (rapid exploring random tree) generates a tree on the initial configuration by using random samples in the search space. As you plot each sample, try to establish a connection between it and the most recent state in the tree. If the connection is feasible (passed entirely through free space and subject to any constraints), it will cause a new state to be added to the tree. In the case of uniform sampling in the search space, the expansion probability of the existing state is proportional to the size of its Voronoi region. Since the largest Voronoi region belongs to the state on the search boundary, this means that the tree preferentially expands to the large region not searched. The connection length between tree and new state is often limited by growth factors.

3. Mobile Robot 2D Path Planning Algorithms

In the previous section, we briefly introduced the algorithm that we will investigate. In this section, we will introduce them more deeply.

3.1. Dijkstra algorithm

![Dijkstra algorithm](image)

*Figure 3. This is the image of Dijkstra algorithm, which is a common algorithm for finding the shortest path in graph theory proposed by Dijkstra, a Dutch computer scientist, in 1959. The algorithm can find the shortest path from a point in the graph to any vertex. Dijkstra algorithm is a common algorithm to find the shortest path in graph theory proposed by Dutch computer scientist Dijkstra in 1959. This algorithm can find the shortest path from a point in graph to any other vertex. Dijkstra algorithm divides network nodes into three parts: unlabeled nodes, temporarily labeled nodes and permanently labeled nodes. In the network diagram, all nodes are initialized as unmarked nodes. In the search process, the peripatetic nodes and nodes connected in any path are temporary marked nodes. In each cycle, the node with the shortest path length from the origin point is searched from temporarily marked nodes as permanently marked nodes. The algorithm does not end until the target node is found or all nodes become permanent marker nodes. Dijkstra algorithm is one of the prominent algorithms to find the shortest path from the source node to a...*
destination node. Dijkstra's algorithm is to solve the problem of single source shortest path, that is, the shortest path from a source point to other vertices; There are two key points in Dijkstra's algorithm that should be paid attention to. There are two sets are identified: all vertex sets V and selected vertex sets S. The algorithm first finds the point closest to the source point in the current unselected point. Then it updates the distance between the unselected point and the source point.

3.2. A* algorithm

A* algorithm is a very common path search and graph traversal algorithm. It has better performance and accuracy. The A* algorithm was first published in 1968 by Peter Hart, Nils Nilsson and Bertram Raphael of the Stanford Research Institute. It can be thought of as an extension of Dijkstra's algorithm. Because of the guidance of heuristic functions, it is a function that estimates the distance between the current state and the destination state for path decisions. In other words, the IQ of the function directly determines the speed and accuracy of finding the path. If we apply this algorithm to the role of the computer in the game, then this function will directly determine the difficulty of the game. When we adjust the difficulty of the game, we are actually choosing a more perfect or stupid heuristic function. A* algorithms usually have better performance.

![Figure 4](image)

**Figure 4.** Here is the comparison of the Dijkstra algorithm and A* algorithm.

Here is the comparison of the Dijkstra algorithm and A* algorithm. From the graph we can see the points of the A* algorithm is less than the points of the Dijkstra algorithm, so that means the speed of A* algorithm is faster than the Dijkstra algorithm. The efficiency of the A* is greater than the Dijkstra algorithm.

3.3. RRT algorithm

Rapid-exploring Random Tree (RRT) algorithm, proposed by Lavalle, is a random sampling algorithm with incremental growth, which is used to solve high-dimensional space problems with algebraic constraints (obstacles) and differential constraints (non-integrity and dynamic environment). The advantage of RRT algorithm is that there is no need to model the system or geometrically divide the search area [24]. It has a high coverage in the search space and a wide range of search, so it can explore the unknown area as much as possible., but at the same time, there is the problem that the algorithm calculation cost is too high. Researchers have proposed various variations of RRT to solve these problems.
Figure 5. This figure shows how RRT algorithm works. Such search especially brings great advantages to path planning of high-dimensional space.

This is how RRT algorithm working for, compared with other path planning algorithms, such as raster method, A*, D* algorithm, RRT algorithm is characterized by random search of space. Such search especially brings great advantages to path planning of high-dimensional space. However, such search also brings a major disadvantage of RRT algorithm: the algorithm is not high in operation efficiency.

3.4. PRM algorithm

PRM is a method based on graph search. It converts continuous space into discrete space and uses search algorithms such as A* to find paths on the road map to improve search efficiency. This method can find a solution with a relatively small number of random sample points, sufficient to cover most of the feasible space for most problems, and the probability of finding a path is 1 (as the number of samples increases, the probability of finding a path converges to 1). Obviously, when the sampling points are too few or the distribution is unreasonable, the PRM algorithm is not complete, but with the increase of the points used, it can also be complete. So PRM is probabilistically complete and not optimal. It is the same kind of the algorithm within RRT, but RRT is more accurate and spend more time than PRM.

3.5. Genetic Algorithm

Genetic algorithm (GA) was first proposed by John Holland of the United States in the 1970s. The algorithm is designed and proposed according to the evolution law of organisms in nature. By means of mathematics and computer simulation, the algorithm transforms the problem-solving process into a process similar to the crossover and mutation of chromosome genes in biological evolution. When solving complex combinatorial optimization problems, compared with some conventional optimization algorithms, it can usually obtain better optimization results faster. Genetic algorithm has been widely used in combinatorial optimization, machine learning, signal processing, adaptive control, and artificial life [25].

3.5.1. Basic framework

Because genetic algorithm cannot directly deal with the parameters of problem space, the problem to be solved must be expressed as chromosome or individual of genetic space by coding. This transformation operation is called coding or representation. The following three specifications are often used to evaluate the coding strategy.

1) Completeness: all points (candidate solutions) in the problem space can be represented as points (chromosomes) in GA space.
2) Soundness: chromosomes in GA space can correspond to candidate solutions in all problem spaces [26].

3) Non-redundancy: one-to-one correspondence between chromosomes and candidate solutions.

3.5.2. Fitness function

In evolutionary theory, fitness refers to the adaptability of an individual to the environment and the ability of the individual to reproduce. The fitness function of the genetic algorithm is also called the evaluation function. It is an index used to judge the quality of individuals in the population. It is evaluated according to the objective function of the problem.

In the process of searching evolution, a genetic algorithm generally does not need other external information, and only uses the evaluation function to evaluate the advantages and disadvantages of individuals or solutions, which can be used as the basis of genetic operation in the future. It can be seen that in many cases, it is necessary to map the objective function into a fitness function in the form of maximum value and non-negative function value.

The design of fitness function mainly meets the following conditions:
1) Single value, continuous, non-negative, maximization.
2) Reasonable and consistent.
3) Small amount of calculation
4) Strong versatility.

In the specific application, the design of fitness function should be combined with the requirements of solving the problem itself. The design of fitness function directly affects the performance of genetic algorithm.

3.5.3 Operation process editing voice

The basic operation process of genetic algorithm is as follows:
1) Initialization: set the evolutionary algebra counter \( t = 0 \), set the maximum evolutionary algebra \( T \), and randomly generate \( m \) individuals as the initial population \( P (0) \) [27].
2) Individual evaluation: calculate the fitness of each individual in population \( P (T) \) [28].
3) Crossover operation: the crossover operator is applied to the population. Crossover operator plays a central role in genetic algorithm [28].
4) Judgment of termination condition: if \( t = t \), the individual with the maximum fitness obtained in the evolution process is taken as the output of the optimal solution to terminate the calculation [29].

3.6. Ant Colony Optimization

Ant colony algorithm is an intelligent optimization algorithm, which solves complex problems through ant colony optimization. ACO has better advantages in discrete optimization problems.2 ant colony algorithm is a probabilistic algorithm used to find the optimal path. It was proposed by Marco Dorigo in his doctoral thesis in 1992.

3.6.1 Algorithm background

The behavior of a single ant is extremely simple. The number of behaviors is less than 10, but the ant colony composed of thousands of ants can have great wisdom, which is inseparable from their way of information transmission - pheromone. During walking, ants release a substance called pheromone to identify their walking path. In the process of looking for food, choose the direction of walking according to the concentration of pheromone, and finally reach the place where the food is located. Pheromones will gradually volatilize over time. At the beginning, because there is no pheromone on the ground, the walking path of ants is random. In the process of walking, ants will constantly release pheromones to identify their walking path. Over time, several ants found food, and there were several paths from the cave to the food. Because the behavior trajectory of ants is randomly distributed, the number of ants on the short path is more than that on the long path in unit time, and the higher the pheromone concentration left by ants. This provides a strong direction for the ants behind, and more and more ants gather on the shortest path.
Figure 6. Picture shows that when thousands of ants walk, they release a pheromone substance to identify their path

1) Highly structured organization - although the individual behavior of ants is extremely simple, the ant colony composed of individuals constitutes a highly structured social organization. The members of ant society have division of labor, mutual communication, and information transmission.

2) Natural optimization - during the foraging process, the ant colony can always find the shortest path from the ant nest to the food source without any hint; When there are obstacles on the route, it can quickly find a new optimal path.

3) Positive information feedback - when ants are looking for food, they release pheromones (pheromones) on their path. Ants basically have no vision, but they can detect the trajectory of pheromones emitted by the same species in a small range, so as to decide where to go, and tend to move in the direction of high pheromone intensity.

4) Autocatalytic behavior - the more ants walk along a path, the more pheromones are left (Part evaporates over time), and the higher the probability of ants choosing the path later.

3.7. Polynomial Curve Fitting

Polynomial regression algorithm belongs to supervised regression learning algorithm. The regression algorithm establishes the regression model between variables and obtains the correlation between variables and dependent variables through the learning (training) process. Regression analysis can be used for prediction models or classification models. Common regression algorithms include linear regression, non-linear regression, logistic regression, polynomial regression, ridge regression, Lasso regression and elastic net regression. Among them, linear regression, non-linear regression, and logical regression are the most used.

In many cases, the linear model cannot fit the target data curve well, so it is necessary to introduce the nonlinear regression model. There are many strategies for nonlinear regression. The first strategy is to transform nonlinear regression into linear regression; The second strategy is to transform nonlinear regression into polynomial regression. In polynomial regression, adding a higher power of the feature (such as square term or cubic term) is also equivalent to increasing the degree of freedom of the model to capture the nonlinear changes in the data. In many cases, the linear model cannot fit the target data curve well, so it is necessary to introduce the nonlinear regression model. There are many strategies for nonlinear regression. The first strategy is to transform nonlinear regression into linear regression; The second strategy is to transform nonlinear regression into polynomial regression. In polynomial regression, adding a higher power of the feature (such as square term or cubic term) is also equivalent to increasing the degree of freedom of the model to capture the nonlinear changes in the data.

The main idea of polynomial regression is to fit the equation of polynomial regression through historical data and use the equation of polynomial regression to predict new data. To obtain a polynomial regression model that fits perfectly with the target data set, the essence is to solve the weight of each characteristic independent variable $\theta$. Linear regression first constructs an optimization function of convex function (such as the minimum square sum of the difference between
the given function value and the predicted value of the model) and uses the least square method and gradient descent method to calculate the final fitting parameters.

The core steps of logistic regression classification algorithm are as follows:

- Construct the predict function and use the polynomial regression equation.
- The loss function is constructed, and the sum of squares of the difference between the given function value and the predicted value of the model is the smallest.
- The least square method and gradient descent method are used to calculate the final fitting parameters; iteratively optimize the final fitting parameters.
- The core advantages of the logistic regression classification algorithm for outputting the final fitting parameters are as follows:
  - Computational scalability: computational complexity is controllable.
  - Parameter dependence: few adjustable parameters.
  - Universality: applicable to continuous and discrete data sets, focusing on over fitting.
  - Anti-noise ability: it is sensitive to missing data and abnormal data and needs special attention.

3.8. Bezier curve

Bezier curve was widely published by French engineer Pierre Bézier in 1962. He used Bessel curve to design the main body of the car. Bessel curve was originally developed by Paul de Casteljau in 1959 by using de Casteljau algorithm to obtain Bessel curve by stable numerical method.

Bezier curve is a kind of spline. In short, Bezier curve is to draw a smooth curve through several specified points. Through the later explanation, we will find that the Bezier curve is a series (say that the advanced point is called a series, and the straight white point is a pile of numbers added together).

The curve is divided into primary, secondary, tertiary, or multiple Bezier curves. The reason for this division is to better understand the connotation.

A Bezier curve is actually a straight line connecting two points. Quadratic Bezier curve is a parabola between two points. A control point is used to control the shape of the parabola. Cubic Bezier curve needs a starting point, an ending point and two control points to control the shape of the curve.

3.8.1. Characteristics of Bezier curve

In Bezier curve, only the starting point and endpoint are on the curve, and other points are the control points for adjusting the shape and end of the curve. The Bezier curve passes through the start point and end point and is tangent to the polyline of the start point and endpoint. In the process of self-vehicle path planning, the self-vehicle start point attitude and target point attitude can be determined according to the tangent direction of the start point and endpoint of the curve. At least third-order Bezier curve (four control points) is required to generate a path with continuous curvature. If the arcs at both ends are required to be spliced together and still have continuous curvature, the curvature of the two arcs at the connection must be equal. If a control point in the Bezier curve changes, the shape of the curve will change accordingly.

3.8.2. Application of Bezier curve

For local path planning in urban environment, for example, Bessel curve can fit straight and curve, and two Bessel curves can be selected for fitting where the curvature changes greatly. For the motion planning of unmanned vehicles, the curvature of the target trajectory is continuous, and the curvature of the trajectory does not exceed the limit of the curvature of the vehicle's drivable trajectory.

4. Conclusions

In this paper we briefly introduce 8 algorithms then we introduced each algorithm more deeply. In my opinion, Path planning under 2D map is a key issue in robot applications. Most related algorithms rely on point-by-point traversal. This causes them usually cannot find the strict shortest path, and their time cost increases dramatically as the map scale increases. In my opinion, these methods have
many limitations, and the current robot planning problem is more and more close to reality, such as
the above method can dynamic obstacle avoidance, is not actually true dynamic obstacle avoidance,
more is dependent on the prior environmental information for decision making, rather than to the
DWA, according to the environmental change in real time. The other point is that you actually have
to think more about the behavior of other robots than the environment, and making decisions based
on behavior predictions is much harder.
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