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Abstract. Object detection is one of the most basic and challenging tasks in image and video domains. The research on computer vision tasks is getting more and more attention, such as some tasks: object classification, object monitoring, etc. This paper provides a literature review that summarizes the detailed algorithms and application scenarios for object detection. Analysing and summarizing the latest research results in the current Object detection field, and summarize the relevant data sets and evaluation indicators, and based on this, summarize the current research problems in the Object detection field, and discuss the future research challenges in the Object detection field, possible future research directions.
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1. Introduction

In recent years, computer vision has been widely studied in various fields and developed at an unprecedented speed. Object detection is the most basic task. Image segmentation can be performed according to the characteristics of the target. It is not only necessary to judge the type of the image, but also to mark the actual position of the image. There have also been many significant achievements in the field of object detection. With the continuous development of technology, many application scenarios of object detection have also been developed, such as face detection [1], robot navigation [2], medical diagnosis [3], automatic driving [4], etc., all of which have huge practical applications potential. Nowadays, there are more and more practical applications based on object detection. How to improve the actual effect of object detection and improve the efficiency of the algorithm has great research value [5,6].

The object detection algorithm mainly uses deep learning technology. For example, Shang et al. [7] proposed the MANet for the semantic segmentation of remote sensing images. The model embeds the channel attention mechanism and fuses semantic features. The results are better than the other six most advanced networks.

However, these methods have some general problems: first, when detecting multiple object classes at the same time, the detection speed is slow and the accuracy is low. Second, some object detection methods or models can only object a specific view of a single object, and cannot detect the same object from different perspectives or changes [8]. The object detection algorithm requires high resource consumption, such as GPU and CPU computing resources, but the computational resources of systems are limited [9]. Only trained objects can be detected by the detection model, and some similar objects will be mistaken for objects in the trained model.

Although object detection is widely used in various tasks and solves many practical problems, at this stage, there are very few specific reviews on this task, beginners do not have a suitable starting article to explore this research field, limited to the previous articles, unable to understand the latest research trends and methods. In addition, the current review can also be considered as a simple summary of the object detection field, which can be beneficial to the development of subsequent specific research work. Therefore, the latest object detection algorithms at the current stage are summarized by us, and the common data sets and evaluation indicators for tasks are introduced. In addition, we also explain some mainstream object detection algorithms. Finally, we introduce some state-of-the-art methods for the task and the potential challenges in the task.
2. Background

2.1. Task definition

Object detection is a popular research field, mainly to detect target instances, for pictures or videos, such as dogs, humans and other instance objects. It is the work of pre-processing for subsequent tasks such as image and video recognition, positioning, etc., so as to have a favourable impact on subsequent tasks. However, when performing the task of object detection, there are many difficult processes, such as various practical conditions such as occlusion, darkness, etc. in the image. This work has practical applications in video surveillance, autonomous driving, face recognition, computer vision, etc.

2.2. Datasets

2.2.1. Microsoft common objects in context (MS COCO)

MS-COCO is one of the most challenging datasets in the current object detection field, with fewer objects but more instances. After the data set appeared, after 2015, related data competitions will be held. Compared with the classic dataset ImageNet, the objects of this dataset are significantly smaller and denser, and this dataset helps the object detection model to understand the real world, and the trained model will be better[10].

2.2.2. ImageNet large scale visual recognition challenge (ILSVRC)

ILSVRC is not the name of a dataset, but a computer vision challenge, held from 2010-2017, after the competition, all datasets are made public. Images are collected based on ImageNet for practical detection challenges. Beginning in 2010, the dataset was small, with only 1000 categories. In subsequent technology and the development of the competition, the dataset contains a total of 30 fully labeled categories based on video clutter, average number of objects, etc. factor distinction. ILSVRC contains more than 15 million images, which is a great challenge to the subsequently developed object detection algorithms[11].

2.2.3. Pascal VOC

PASCAL VOC assists in the evaluation of newly developed object detection algorithms that can perform various tasks based on this dataset, which was collected based on challenges held in 2005-2012. Every year, different datasets are used for real-world testing, among which the most popular versions are VOC07 and VOC12. Each year's datasets are developed from existing datasets. The same as ILSVRC is that in the first year, the dataset has only four objects, but in VOC12, the dataset consists of 11530 training objects and 27450 annotation objects, and the object class is also increased to 20. This dataset annotates and reproduces common objects in real life to help the model better reconstruct the real world [12].

2.2.4 Open image dataset (OID)

Open Images dataset V4, which is mainly for three image tasks, image classification, object detection and visual relationship detection, all images are downloaded from Flicker, a total of 9.2 million images, and all images are marked by professional annotators, so The excellent point of this data set is that all the labeled images in this data set are of high quality, which provides convenience for the subsequent training process, and also helps the model to understand the world more accurately, providing practical object detection tasks. Good validation dataset [12].

2.3. Metrics

In current research, average precision (AP) is most commonly used to evaluate the evaluation criteria for object detection tasks. First, let's briefly introduce some basic concepts before AP, such as true negative (TN), false negative (FN), true positive (TP), and false positive (FP). TP is the correct prediction for true values and TN is the prediction for negative values. Correctly predict the class.
However, since many objects cannot be detected in the object detection task, the concepts of FP and FN are not suitable for object detection.

In object detection, Intersection over Union (IoU) is used to evaluate the accuracy of the actual predicted bounding box. IoU can evaluate the overlapping area of the ground truth BBg and the predicted BBp, a bounding box is divided by the predicted bounding box and the ground-truth bounding box. Equation 1 shows the importance of IOU in object detection, and how its actual detection works. Equation 1 shows the actual IoU calculation method.

\[
IoU(BB_g, BB_p) = \frac{area(BB_g \cap BB_p)}{area(BB_g \cup BB_p)}
\]  

(1)

For the object detection task, to judge whether the detection of an object is correct, the threshold \(t\) is given first, and then the overlap between \(t\) and IoU is found for actual classification. Compare \(t\) and IoU, if \(\text{IOU} \geq t\); otherwise, it is incorrect. If there are different detectors on a bounding box in the same region, only one detector can be considered correct.

For the object detection method, the concept of longitude and recall can be used for evaluation, and the concept definition uses TP and FP. Precision \(P\) is calculated by using TP and FP. The longitude calculated by a model is calculated using Equation 2.

\[
P = \frac{TP}{TP + FP}
\]  

(2)

The recall rate is a part of the actual detection of the correct instance for the current object detection model. The concept of recall rate is defined by using TP and FN. The third equation is the calculation formula for the recall.

\[
R = \frac{TP}{TP + FN}
\]  

(3)

In object detection, the detector identifies relevant objects to find ground truth objects. If a detector has relatively high precision and recall values during testing, then it can be said that the detector is a Nice detector. The average precision, on the other hand, is calculated for the average over the recall interval. The higher the AP value, the better the performance of the method, and conversely, the smaller the value, the worse the effect. mAP, which is an indicator to measure the accuracy of all categories of detectors, is the actual indicator used to measure the detection accuracy. The calculation of mAP can be calculated by Equation 4

\[
mAP = \frac{1}{N} \sum_{i=0}^{N} AP_i
\]  

(4)

where \(N\) is the total number of classes and \(AP_i\) is the ith class of AP. Another metric, the F1 score, is the harmonic mean of precision and recall. Sensitivity (SEN) and specificity (SPE) metrics are used for evaluation.

\[
\text{SEN} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}}
\]  

(5)

\[
\text{SPE} = \frac{\text{True Negative}}{\text{True Negative} + \text{False Positive}}
\]  

(6)

Some studies have used a combination of these metrics to assess outcomes. However, recall and precision are the most widely used combinations.

3. Recent researches

Dai et al. [13] addressed the key issue of how to improve the performance of object detection heads in object detection algorithms. The main challenges in developing a good object detection are: the scale awareness of the head, and the spatial awareness that the head has. And recent research has only focused on addressing one of the above problems in various ways. This paper proposes a new detection head, called dynamic head, which unifies scale-awareness, space-awareness, and task-awareness. The attention mechanism is deployed separately on each specific dimension of the feature, i.e. horizontal, spatial and channel. The scale-aware attention module is only deployed in the
horizonal dimension. It learns the relative importance of different semantic levels to enhance features at appropriate levels according to the scale of a single object. The spatially aware attention module is deployed in the spatial dimension (i.e. height \times width). It learns coherent discriminative representations at spatial locations. The task-aware attention module is deployed on the channel. It guides different feature channels to support different object-based kernel responses for different tasks (e.g., classification, box regression, and center/keypoint learning). Final Experimental Results Extensive experiments on the MS-COCO benchmark demonstrate the effectiveness of the method. Compared to EfficientDet (24) and SpineNet (8), the dynamic head uses 1/20 the training time but performs better.

Xie et al. [14] aimed at the unsupervised pre-training method designed for object detection deficiencies in image classification. A simple and effective self-supervised object detection method DetCo is proposed. Its advantages come from the multi-level supervision of the representations of different stages in the middle, for the contrastive learning between the global image and local patches. These two designs facilitate discriminative and consistent global and local representations at each level of the feature pyramid, optimize backbone network features, improve object detectors through multi-dimensional, multi-scale approaches, and simultaneously improve detection and classification, to have better results. Extensive experiments on VOC, COCO, Cityscapes, and ImageNet show that DetCo not only outperforms state-of-the-art methods on a range of 2D and 3D instance-level detection tasks, but is also competitive in image classification.

Sun et al. [15] have always relied on dense priors for Object detection, but there are many problems with the current dense priors, the pipeline will produce some redundant or repeated results, the network is very sensitive to heuristic rules, and the final performance largely affected by the size of the anchor box. In this paper, sparse R-CNN is proposed, which is a pure sparse method without enumerating object candidates for the image grid, and making a fixed sparse set of learned object proposals for the object selection head, i.e. The proposed feature, which is a high-dimensional (e.g. 256) latent vector. It is able to encode rich instance features. In particular, the proposed feature generates a series of custom parameters for its unique object recognition header. Sparse R-CNN demonstrates its accuracy, runtime, and training convergence performance on the challenging COCO dataset, comparable to well-established detectors.

Dai et al. [16] address the training and optimization challenges of DETR, which require large-scale training data and extremely long training programs. The existing task cannot be directly applied to pre-train DETR’s morphers. The main reason is that DETR is mainly concerned with spatial localization learning. In this paper, we propose a pretext task called random query patch detection for unsupervised pre-training of DETR (UP-DETR) for object detection. Specifically, we randomly crop patches from a given image and then provide them to the decoder as queries. With a pre-trained model, detection can be made from raw images, in the query patch, UP-DETR is introduced, and, extending this operation, it is possible to have query of object groups as well as multi-query patches of attention masks. In experiments, UP-DETR outperforms DETR on PASCAL VOC and COCO Object detection with faster convergence and better average accuracy.

Sun et al. [17], found that DETR, which treats Object detection as a set prediction problem, achieves state-of-the-art performance but requires a long training time to converge. To analyze the reasons for the difficulty of DETR optimization, extensive experiments were conducted and it was found that the cross-attention module of the Transformer decoder to obtain the target information from the image is the main reason for the slow convergence. To speed up the convergence speed, the encoder-only version of DETR was further investigated by removing the cross-attention module. It is found that the encoder-only DETR shows great improvement in detecting small objects, but, performance of detecting large objects is poor. This paper analyzes the convergence problem of DETR, and the Hungarian loss of the model has an important impact on the instability of the two-part matching. Based on this, in order to speed up the training process based on the transformer method, this paper proposes two models, both of which are modified versions of DETR, and in subsequent tests show that the proposed method not only converges faster than the original in the evaluation of
the COCO 2017 detection baseline DETR is much faster and also significantly outperforms DETR in terms of detection accuracy and other baselines.
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**Figure 1** The network architectures of TSP-FCOS and TSP-RCNN

Xu et al [18], studied the problem of labeling large datasets. The current dataset labeling process is time-consuming and expensive. Current mainstream methods are trained on unlabeled networks, compared to previous complex methods. This paper proposes an end-to-end semi-supervised method for efficient annotation. The training can effectively improve the labeling quality of the data set, and for the new object detection algorithm, a more accurate data set can promote the training of object detection. At the same time, two effective and simple techniques are also proposed, the first is that the unclassified classification loss can be score weighted. The second is for selecting box jittering methods for box regression learning. This method is obviously better than the previous method, and on the new target detector, after labeling with this algorithm, the detection accuracy can be improved by 1.5mAP, which promotes the development of the algorithm in the field of object detection.

4. Challenges

Detection efficiency is a major challenge for object detection models. On the basis of ensuring accurate classification and positioning, object detection also requires extremely fast detection speed. For example, in the actual application process, if there is a demand for real-time detection, the detection speed Just put forward a very high demand. Although some researches have been aimed at this, the speed of the current algorithm is far from meeting the demand in actual production scenarios.

Scalability is also a major challenge for object detection. The current data is increasing at an unprecedented rate. For the current large data set, manual labeling is very difficult, so it is necessary to rely on algorithms for labeling, mostly supervised methods, so the object detection algorithm is scalable. Therefore, there is no better way to deal with data objects that have not been seen before in the actual environment.

For the input data, people can quickly distinguish the different perspectives of the same object, but for the object detection algorithm, this is a completely different feature or object. How can we propose an object for different perspectives, and quickly and correctly identify it, which is also a very challenging research direction for current algorithms.

With the development of current wearable devices and Internet of Things technology, people’s needs are gradually changing. Before, a lot of computing power and storage space were required for object detection, but now limited by space and resource constraints, it is necessary to propose more efficient The algorithm can perform real-time detection on the basis of limited resources, which is also a new application. Moreover, the position and size of pictures in the real-time environment are constantly changing, and the computational complexity is high, which also poses a higher challenge to the algorithm.

The design of the current object detection algorithm model is becoming more and more complex. For example, networks such as AlexNet to ResNet and ResNext often require a large amount of data and many GPUs for training, which often results in waste of resources, and in actual deployment,
there will also be It is a great difficulty. Based on this, how to design a lightweight and efficient network is what current researchers need to consider.

At present, most of the object detection algorithms are only suitable for 2D images, and the detection effects for other 3D, lidar, etc. are poor, and object detection is also highly correlated with drones, robots and other fields. Therefore, the detection of 3D images, It poses new challenges for current object detection.

5. Conclusion

In this paper, we summarize that Object detection is receiving more and more attention in the field of computer vision. There can be more opportunities as well as applications as well as techniques to implement Object detection. This paper first introduces a simple definition of Object detection and the techniques required for Object detection, which allows a brief understanding of the Object detection task. This is followed by an introduction of the Object detection application area, which allows to clarify the practical scenarios for the algorithm. In order to test the algorithms for future Object detection tasks, we first introduce four different datasets in this field, namely MS COCO, ILSVRC, Pascal VOC, OID, and propose some common test metrics for these tasks. Then, we briefly outline the recent application scenarios and, based on them, propose some current problems and challenges in the field of Object detection algorithms, which can be briefly advanced for future research and applications.
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