Bee: End to End Distributed Tracing System for Source Code Security Analysis
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Abstract. As distributed services become more and more complex, their security is becoming an increasingly important issue. End-to-end tracing has emerged recently as a valuable tool to improve the dependability of distributed systems, by performing dynamic verification and diagnosing correctness and performance problems. However, several shortcomings of the end-to-end tracing system’s security analysis are uncovered during the development. First of all, the density of probes is not enough, and also the descriptions of different operations are not consistent, which does not allow effective access to intermediate information of end-to-end services and brings about data analysis problems. Second, the implantation of probes is complex and many operations are highly coupled with the monitored program. The third point is that the sampling algorithm in the existing end-to-end distributed tracing system is too simple to effectively improve the performance of the high-density probe tracing system used for security analysis. In this paper, we address the above problem and successfully build Bee. To demonstrate the Bee’s helpfulness for those problems in Security analysis, we test its performance and prove some privacy leaks vulnerabilities and access control vulnerabilities of OpenStack with Bee. The experimental results show that with the high-density probes, Bee can capture the detailed request process and quickly locate abnormal operations.
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1. Introduction

Following modern software engineering trends, systems are becoming larger and more decentralized, requiring new solutions and new development models. One approach that has emerged in recent years is the decoupling of large monolithic components into highly cohesive and low-coupling components. These components are called microservices and have become a staple in the enterprise software development industry. However, it also brings complexity to the software performance diagnosis and error location in the distributed microservice system [1].

To address these issues, the industry has adopted several observability techniques to increase system visibility. One of the important technology branches is the end-to-end tracing technologies [2-7]. And based on these end-to-end tracing systems, it is possible to go further for run-time anomaly request detection [3, 8, 9, 10]. At the same time, industry and academia have built some standards for distributed tracing such as OpenTracing [11], OpenTelemetry [12], W3C header [13], to ensure that software from various vendors can achieve converged end-to-end tracing. Ultimately, the core goal of end-to-end tracing tools is to log services across different components, layers, machines, and even administrative domains, enabling developers and operators to effectively understand how their systems are performing and analyze the causes of system anomalies. But using an end-to-end distributed tracking system for security analysis still faces some problems.

First, traditional end-to-end tracing frameworks collect limited data and the number of operations captured by probes is insufficient.

Secondly, the probe implantation of distributed tracing systems is often highly coupled with the system's architecture and has many manual tasks. For example, Dapper [14] makes deep use of Google’s unified RPC integration framework in implementing the tracing system. but many systems
often do not have such a unified messaging framework, and when we need to perform more fine-grained probe implantation, it often tests the engineer's understanding of the whole system and how to use a unified language of events to describe the behavior of the entire system. This is where many researchers and deployers of distributed tracing frameworks find it most time-consuming and difficult to deploy [2, 15, 16, 17].

Third, many distributed tracing systems need to consider the impact on the native system load, and it is difficult to accept a tracing system where the performance of the monitored system is significantly degraded by the distributed tracing system. Sampling is a common way to solve the performance problem. In Dapper [14], the sampling probability of some services is set as 0.001 to reduce the performance impact, but this probability setting is not straightforward and requires different strategies for different scenarios, taking into account the different characteristics of different services and the validity of the sampled data.

In this paper, we have successfully solved the above-mentioned problem of applying an end-to-end distributed tracing system to security analysis. Based on the OpenTracing [11] standard, we designed and implemented an end-to-end distributed tracing system for security analysis: Bee, and successfully embedded this system into the source code of the core service of OpenStack [18], and successfully verified the good performance and vulnerability mining capability of Bee through experiments. The main contributions of this paper are as follows:

A unified event logging model that is compatible with the principles of the OpenTracing standard. To ensure that the collected data can be securely analyzed, this paper proposes a quadruplet for recording operational events (identity, operation, input, output). This unified event logging model extends the traditional distributed tracing system to record information. It also effectively solves the problem of inconsistent data institutions at the data collection end, subsequent processing and analysis of the data [19]. In terms of the choice of where to implant the code probe into the application, this paper adopts a hierarchy of different granularities for the monitored interfaces. The coarse granularity includes service level HTTP requests, RPC requests, database accesses, and driver accesses. The fine-grained probes include function and class levels. In solving the complex problem of fine-grained probe implantation, this paper implements an automatic code probe implantation method based on a code abstract syntax tree. The function and class code probes are automatically implanted into the target point by matching them by rules.

In the remainder of this paper, we first present the related work in Chapter 2. Then, the design and implementation of Bee in Chapter 3, and experiments and performance evaluations of Bee in Chapters 4. Finally, the work is presented and summarized in Chapter 5.

2. Related work

As mentioned above, it is important to add visibility to distributed services. The earliest studies that did data collection from the log level [20-22], based on the logs generated by the system, performed in-depth feature analysis, but this independent log analysis, in the increasingly complex distributed systems, appears to be not comprehensive enough to effectively characterize the complex relationships among various services, and thus cannot locate problems quickly. To the now dominant end-to-end distributed tracing systems that focus on recording the causality of events [2, 3, 4, 5, 7, 14]. Including Bee, the core of these end-to-end tracing systems is to pass contexts between different processes, services, and use uniform identifiers to build logical, and temporal relationships between system services. But constructing logical relationships between services does not necessarily require messaging with the help of the context of a distributed tracing system. An alternative is to cluster or derive the logical and temporal relationships of services in the system from the existing output information of the program, such as logs, and using some uniform identification information, such as the calling process ID, IP address, etc. The analysis can be done using statistical and machine learning methods for inferring [21, 23, 24, 25, 26]. Compared to end-to-end distributed tracing systems, the advantage is that it does not require a lot of probe deployment work to get the service logic
relationship of the distributed system. However, these logical reasoning systems can have some obvious disadvantages the causality derived from reasoning is unreliable, the reasoning process is too complex, and it consumes too much time and resources, etc.

At the application level, the end-to-end distributed tracing system is widely used for performance diagnosis and problem analysis [3, 8, 14]. In [14], showing in detail how to use the Canopy tool to effectively detect the services that cause performance bottlenecks in Facebook.

The distributed tracing system is also widely used for system security protection [10, 27, 28, 33], these security protection systems, based on the timing and logical logging capabilities of the end-to-end distributed trace system, use machine learning in the collected trace data to compare request execution paths to analyze and identify the attack requests to which the system is exposed. In [33], they demonstrate an approach to detect dependent and concurrent events using the ability of the model to reconstruct the execution path.

![Figure 1. Architecture of Bee](image)

### 3. Bee in action

This chapter is divided into four parts. The first part will introduce the Bee architecture in general, then the second and third chapters will introduce the data model of the Bee and how to implement semi-automated code probe insertion, and the fourth chapter will introduce the Bee as well as the use of basic head sampling to reduce the performance loss of the system while ensuring maximum information entropy and sampling fairness of the sampling system.

#### 3.1 How bee work

Bee is divided into two general modules, a pre-analysis module and a distributed tracing module, the detailed architecture of which is shown in Fig. 1. The tracing helper uses static code analysis to automatically implant functionally granular decorators into the target code. Then, compile and deploy the new source code into the production environment. At runtime, a probe inserted into the application service collects execution data from the application and reports it to the tracing agent component, which sends the data reports in bulk to the data collector. Finally, the collector stores the trace data in the storage system after basic analysis such as aggregation operations.

#### 3.2 Tracing helper

Bee\'s tracing assistance tool performs automatic probe implantation at target staking points through static code analysis, based on the rules of the configuration file. Since OpenStack, the service used for the analysis experiments in this article is based on the Python language. the automatic probe
insertion module uses Python's AST module. The process of parsing source code in python is to first parse the syntax to get a parse tree, then generate an abstract syntax tree, analyze it to get a control flow graph, and finally generate bytecode. The Python AST module generates an abstract syntax tree of the intermediate representation of a program from the source code. And provides an interface for accessing and modifying the abstract syntax tree, and for deserializing the modified abstract syntax tree into Python source code. The principle of the probe implementation is based on the Python language's decorator syntax. The principle is that when the Python interpreter runs Python code, the target function becomes an argument to the decorator function, so the decorator function can execute the decorator function's statements before and after the target function.

Based on these syntax features, Bee uses the Python AST module to generate an abstract syntax tree of the source code. A depth-first algorithm is then used to traverse the syntax tree, adding probe statements to the matching function definition nodes. Finally, the new syntax tree is deserialized into a source code file. The probes embedded in the syntax tree will obtain the identity of the manipulation, input, output, record operation events, and duration of the target function.

Tab. 1 and Fig. 2 show the process of implementing probe implantation by the Bee trace helper. First Bee' trace helper takes the source code of the program and generates the abstract syntax tree, the part of Fig. 2 that does not contain the orange node. Then a traversal program is used to add probe statements to the functions specified in the configuration. Function nodes that do not match the aim function were ignored. After traversing all the syntax tree nodes, a new abstract syntax tree is generated in Fig.2, and the orange part is the probe implanted. Finally, deserialize the abstract syntax tree to get the new source code.

3.3 Data model

In terms of the data model, Bee uses the OpenTracing standard as the basis for its model. OpenTracing standard defined three main types of data, Logging, Metrics, and Tracing. Logging is used to record discrete operational events, Metrics is used to record data that can be aggregated, such as the number of interface accesses per second, the number of operational events, etc. Tracing is used to record information within the scope of the request and to build logical call relationships and temporal relationships between services. Bee uses Logging module events to log access events for functions and components including HTTP, RPC, database access, driver access. And construct a unified event description model. The unified event description model includes access identity, lease duration, request, response results, and another service intermediate information relevant for security analysis.

3.4 Sampling

In an end-to-end distributed tracing system, sampling is one of the very important modules. This is because the computational power of implementing a data collection module will always be smaller than that of the system it is monitoring. And because of its end-to-end nature, it is not possible to use the traditional method of setting probabilities by subcomponents in a logging system, but rather a consistent sampling probability needs to be used on each trace. The importance of a request-based sampling module in a tracing system is mentioned in Dapper [14], and more recently in Facebook's introduction of Canopy [3].

The sampling strategy is divided into two categories. the first one, header-based sampling, where the sampling strategy is determined when the request is created. Dapper uses this strategy to achieve a rate limit for Trace data reporting. This effectively minimizes the performance impact of the Dapper system on the monitored system. Another strategy is tail-based sampling, where tail-based sampling collects data on said requests. The decision to process and store the collected Trace data is then made at the data collection end. Canopy [3], Sifter [29], Pedro Lass-Casas et al [30] are all based on tail sampling. After collecting all the end-to-end tracing data, use methods including usage of pipelines, or clustering, to decide whether the data needs to be stored or not. This ensures that the information collected by the tracing system is the most valuable.
Table 1. Example code before and after implant probe

<table>
<thead>
<tr>
<th>Before Implant Probe</th>
<th>After Implant Probe</th>
</tr>
</thead>
<tbody>
<tr>
<td>def add(arg1, arg2):</td>
<td>@bees.profile.trace('add')</td>
</tr>
<tr>
<td>return arg1 + arg2</td>
<td>def add(arg1, arg2)</td>
</tr>
<tr>
<td></td>
<td>return arg1 + arg2</td>
</tr>
<tr>
<td>def sub(arg1, arg2):</td>
<td>def sub(arg1, arg2):</td>
</tr>
<tr>
<td>return arg1 - arg2</td>
<td>return arg1 - arg2</td>
</tr>
</tbody>
</table>

Figure 2. The AST tree of example code, the orange node represents the probe implanted.

Regardless of the strategy used, three elements should be considered when designing the sampling algorithm. The first point is to ensure the performance of the monitored system, a monitoring system that consumes too much performance will affect the developer's willingness to introduce a tracing system. The second point is to ensure fairness in the collection of information, or the validity of the data. In a large distributed system, different services have different traffic sizes, and the same service has completely different data volumes at different times, so it is unacceptable to simply set a fixed sampling probability for all services. The third point is the speed of decision-making. The decision of sampling strategy needs to be fast and efficient, because the traffic changes in the distributed system are dynamic, resulting in a strong time-sensitive sampling strategy. Among the two major existing sampling strategies, the header-based sampling strategy can effectively guarantee the performance of the probes, and have a relatively simple decision-making process when creating. However, it often leads to an unrepresentative collection of sampled data due to the lack of consideration of all features of all data. In the tail-based sampling decision, because the decision where keep the trace data is made at the data collection end, there will be more assurance of the value of the stored data. But it will be at the expense of the performance of the probe.

Based on the issues raised earlier and the characteristics of Bee as a security analysis framework, using more events and logging, with small probe granularity and high density of implantation. In this paper, we choose a header-based sampling strategy. A header-based adaptive sampling that guarantees maximum-minimum fairness is designed.

First, we can define the Sampling Problem: Give a set of execution traces and a sampling budget \( s \), select a subset of the traces that are maximally diverse (or minimally redundant).

In the Idealize case in which \( N \) total traces is made of \( K \) services, with \( |C_i| \leq i \leq K \) as the number of traces in each service, The Sampling budget \( sN = S \) traces, and we can make sure budget \( sN \geq K \), then every service will be capture at least one of each type of trace. How to allocate these
budgets to all services, a max-min fairness allocation of sampled traces per cluster provides precisely this.

\[
\sum_{i=1}^{k} S_i = S
\]

\[
S_i = \min(|C_i|, \delta)
\]

And the \( \delta \) satisfy if \( |C_i| \geq S/K \ \forall \ i \), then \( \delta = S/K \). In this way, when each service has enough traffic, the trace budgets of all the different services will be allocated fairly, and this max-min allocation principle has been shown to have maximum information entropy [22].

In practice, however, it is difficult to set different sampling targets for services directly. This is because traffic volumes are not the same for different services, and the same service has different traffic volumes at different times of the day. Therefore, we adopt an adaptive approach, as shown in Fig.3, where the counter is a timing task. It is executed at the data collection, storing actual traffic data according to service names for different services, calculating the actual number of Trace in the system, and then comparing the difference between it and the expected number of Trace to dynamically set and regulate the sampling probability in the system, which is passed to the probe client. The header-based policy controls the generation of data for the entire link. Such a header-based sampling approach relieves the probe operation load of the service being inspected while combining the advantages of tail-based sampling, effectively taking into account real-time data characteristics, and ensuring max-min fairness and maximum information entropy of the system sampling while sampling.

**Figure 3.** The implement of max-min fairness adaptive sampling

4. Experiment

Our entire experimental environment is deployed on 6 cloud hosts, each with 8 CPUs, 32GB of RAM, 512G disks, and Ubuntu 20.04 operating system. 4 are service deployment hosts for the application OpenStack [18], one host for source code analysis, and one host for data collection for distributed tracing system Bee. The host is used for source code analysis automatically implant the probe into source code, then compile and package the code into a container image. Finally, deploy container image to the target machine via a private image repository. The data collection node analyzes and stores trace data, and stores the data persistently. It is also responsible for executing the max-min fairness adaptive sampling algorithm.
Table 2. The test operations list

<table>
<thead>
<tr>
<th>Test Tasks</th>
<th>Resources</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>authenticate_user_and_validate_token</td>
<td>Identity</td>
<td>AUAVT</td>
</tr>
<tr>
<td>create_delete_user</td>
<td>Identity</td>
<td>CDU</td>
</tr>
<tr>
<td>create_user_update_password</td>
<td>Identity</td>
<td>CUUP</td>
</tr>
<tr>
<td>list_get_hypervisors</td>
<td>Compute</td>
<td>LGH</td>
</tr>
<tr>
<td>boot_delete_server</td>
<td>compute</td>
<td>BDS</td>
</tr>
<tr>
<td>create_delete_image</td>
<td>Image</td>
<td>CDI</td>
</tr>
<tr>
<td>create_image_boot_instances</td>
<td>Image and compute</td>
<td>CIBI</td>
</tr>
<tr>
<td>create_delete_network</td>
<td>Network</td>
<td>CDN</td>
</tr>
<tr>
<td>create_and_delete_security_groups</td>
<td>Network</td>
<td>CADSG</td>
</tr>
</tbody>
</table>

4.1 Performance evaluation

In order to effectively probe the performance load of the Bee framework, we used the test framework of OpenStack Rally. Rally tools allow developers to customize test tasks and execute the task. We have selected some representative selection of read and write operations, as present in Tab. 2. Every test task in the table was executed 500 times.

In the meantime, we have deployed and run three systems separately to compare the performance of the Bee framework using the max-min fairness sampling strategy. These are the native system without probes, the system with code probes, the system with sampling strategy using Jaeger [7], and the system with the max-min fairness adaptive sampling strategy. The average time taken for requests in percentage is shown in Figure 4.

As can be seen in Fig.4, with the use of Jaeger's native sampling strategy, the request-response rate of the system drops significantly after the implantation of probes. In the blue bar graph representing the request latency of the native system, there are operations with a latency of less than 1 second, while the highest load growth is nearly a hundred times with Jaeger's sampling strategy. This indicates that after using a high density of probes and using detailed event logging to describe operations at all levels, the probes have a very serious impact on the performance of the system, illustrating the need to use the new sampling strategy. In contrast, after using max-min fairness header-based adaptive sampling, the performance impact decreases significantly, with an average latency reduction of 70.00%. This proves the effectiveness of our sampling algorithm. The comparison also allows us to conclude that operations with low latency are sensitive to probe implantation, while operations with

Figure 4. Average latency comparison chart. The vertical axis in the bar chart is the average time delay (Seconds), the blue bar represents the source code performance, and the gray bar means using the sampling strategy of Jaeger, and the orange bar the Max-min-fair is our new strategy.
high latency are not sensitive to the performance impact of probe implantation, providing a guideline for how to reduce the performance impact when doing probe implantation.

4.2 Proof of concept

To validate the effectiveness of our proposed granular implantation probes and our unified event description model, and the success of our automated probe implantation. We selected known vulnerabilities of different components of OpenStack and performed vulnerability validation based on the Bee framework. The list of successfully recovered and validated vulnerabilities is shown in Tab.3 below.

The verification process for these vulnerabilities based on the Bee framework is as follows: first, the vulnerable software version is selected, probed, and then compiled and deployed. After preparing the experimental environment, we simulate a mixture of abnormal and normal requests, and finally analyze and compare the results of the different requests captured by Bees to obtain the data of the abnormal requests, thus proving the triggering of the vulnerability.

For example, CVE-2019-19687 [23] In keystone versions 15.0.0 ~ 16.0.0, when configuration enforce_scope is False, a user under a project can use the list credentials interface to obtain the credentials of all users under that project, resulting in an information leak on the system.

Table 3. The CVE list proven by the Bee framework

<table>
<thead>
<tr>
<th>Common Vulnerabilities and Exposures Number</th>
<th>type</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>CVE-2018-20170</td>
<td>Privacy leaks</td>
<td>Keystone</td>
</tr>
<tr>
<td>CVE-2019-19687</td>
<td>Privacy leaks</td>
<td>Keystone</td>
</tr>
<tr>
<td>CVE-2013-4292</td>
<td>Permission leaks</td>
<td>Keystone</td>
</tr>
<tr>
<td>CVE-2014-2237</td>
<td>Permission leaks</td>
<td>Keystone</td>
</tr>
<tr>
<td>CVE-2013-7130</td>
<td>Privacy leaks</td>
<td>Nova</td>
</tr>
<tr>
<td>CVE-2014-0167</td>
<td>Access Control</td>
<td>Nova</td>
</tr>
<tr>
<td>CVE-2019-10876</td>
<td>Access Control</td>
<td>Neutron</td>
</tr>
</tbody>
</table>

When using the Bee to verify the vulnerability, first create two experimental users, A and B, under a project. and user A invokes the system's list credentials, A can obtain the identity of user B. User A then uses user B's Credentials to request resources. Here, in our verification, we perform both normal and anomalous requests, using Bee to capture service calls, and we find that Bee can uncover 116 operations in the trace data generated by a single list credentials request. The first anomaly is that when user A invokes the system list credentials, the database access operation returns more user credentials than normal. The second anomaly is that when user A uses the illegally obtained credentials of user B to make a resource request, data that does not exist in the normal request will appear, but the comparison reveals the same resource information as the victim user B. B's resource information is consistent. Finally, the existence of system privacy leakage was confirmed.

Through this experiment, we can effectively demonstrate the success of our OpenTracing data model extensions and the proposed unified event description model. And the captured trace data shows that our multi-granularity probe implantation, and the use of automated function probe implantation, ensure that we can obtain detailed execution paths in a single request. Finally, the analysis comparison yields anomalies that effectively demonstrate the effectiveness of Bee in security analysis tasks.

5. Conclusion

In this paper, we introduce Bee, an end-to-end distributed tracing tool based on the OpenTracing standard. And in the process of implementing the system, First, we chose different positions to implant the probe, and extend the data probe collect. Then to better solve the problem of complex work of implanting probes in non-VM languages, we propose the introduction of static code analysis,
combined with abstract syntax trees, to automate implant the probe of the Bee. Also, to optimize the impact of probes on the overall performance of the system, a maximum-minimum-fair sampling strategy is adopted for the system to ensure performance while maximizing the information entropy of the collected data. Finally, the vulnerability mining capability of the system is verified using proof of concept.

Through this paper, we validate Bee's ability to perform vulnerability mining and explore a new idea for probe implantation: a framework-independent static code analysis approach for implantation. Based on this system, we can effectively integrate the security protection system and performance diagnosis system in the future, and finally realize the runtime protection and vulnerability mining of the system. Of course, there are still some shortcomings in this system, such as the automatic probe module, which is still limited to the implantation of probes of function types, and for HTTP-type requests, it still relies on the manual addition of custom middleware in the configuration file.

In the future, based on the framework of this system, we will combine the experience of the existing vulnerability verification recurrence, propose an automatic detection model, perform targeted test requests to the system, and automatically analyze and compare the captured data to mine more complex cross-service logic vulnerabilities of distributed systems.
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