The Research of Factors of Hypertension
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Abstract. The aim was to predict which group of people would have blood pressure problems. A random sample of 1000 people were used to investigate hypertension problems according to logistic regression. This project is to use logistic regression prediction technology to predict and analyze which group of people will have blood pressure problems by analyzing historical data such as age and weight. The independent variables are age and weight, and the dependent variables are 0 or 1 whether you have a blood pressure problem. Based on the Kaggle data set provided by a medical insurance company and the logistic regression model, we established an instance classifier of object logistic regression for calculation, and finally obtained the weight of independent variables, to roughly understand which factors are risk factors of hypertension. This weight can also be used to predict a person's likelihood of hypertension based on risk factors. We show that older and younger adults with high body weight are more likely to develop high blood pressure than the rest of the population. Excess body weight was strongly correlated with hypertension.
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1. Introduction

Since health problem has become a widespread and comprehensive topic worldwide, high blood pressure caused a large amount of death which is needed to be highly paid attention to. According to the statistical data, in 2019, 3.3 billion people in China has diseases correlated to heart or circulatory systems. However, for every single individual, different body quality needs to be taken into concern. For instance, compare the teenagers and the old, the probability they suffer from high blood pressure is influenced by many factors. If a teenager smoke and an old keeps exercising every day regularly, then the system of circulatory of the teenager is more likely to be destroyed. It is all known that high blood pressure is a severe health condition in which the blood isn’t flowing the way it should be. The body depends on the heart’s pumping and other functions to push blood circulation, deliver oxygen, and provide energy to all of its cells. High blood pressure contains two types, one is essential hypertension, and the other is secondary hypertension. Though in view of essential hypertension has something to do with heredity, which means that it will be difficult to find the origin that causes the disease. This paper will focus on both of them, do the classification and make categories, then check the accuracy. In this study, we show the prediction of the probability that a person might attack by heart disease, vice versa.

Since the application of the topic of high blood pressure is broad, many scholars had done various types of research in the biochemistry aspect. Buyukozturk et al. did researches on the evaluation of risk factors that lead to high blood pressure problems [1]. S.S. Deschênes et al. focused on the risk factors that caused high blood pressure [2]. EF Nsien and AO Abam’s use the logistic regression model to model risk factors of high blood pressure in women [3]. What’s more, Mehdi B et al.’s paper about mathematical methodologies’ adhition to predict medical diseases [4]. Ellis, H. P. et al. introduced methodologies to build up a mathematical to predict disease, which may be of great future benefits to predict the nature of the residual disease [5]. Satyanarayana, N. et al. considered age, anger and anxiety as variables to predict high blood problems [6]. JH Lin, PJ Haug applied machine learning to data of medical problems, did the classification, and studied whether “missingness” of clinical data can provide sufficient evidence to building models [7]. C El-Hajj, PA Kyriacou’s review of machine
learning techniques in photoplethysmography for the measurement of blood pressure opened up a new future to monitoring hypertension [8]. B Farran, et al. also used machine learning algorithms and validation to access risks of hypertension [9]. FU Chuan Xi et al. considered classification tree and logistic regression. They found the classification tree is better understood compared to logistic regression models, for its easier and clearer results [10].

However, there are various research to read and learn, but some innovative methods can be found, though. Previous scholars used simplex mathematical models, which makes the result not so accurate. In this paper, we first use a logistic regression model to study “the probability that a person gets high blood pressure” problem and consider different indicators as different variables. In this paper, height, weight, any transplants, any chronic diseases, and blood pressure problems are the main factors considered to predict the probability a person might catch high blood pressure. By referencing, we use logistic regression prediction techniques in machine learning to predict whether people will have blood pressure problems by analysis the historical data including age and weight [11]. By classification, the result will show in 1 or 0 which gives a result whether to have the problem or not. The data set is from Kaggle.com, a medical insurance company provided, and the data set is about almost 1000 customers. For the abstraction and complexity of this topic, we choose to create mathematical models.

This paper has several contributions as follows: we combine machine learning and logistic regression. The research is processed in 8 steps: import dataset, choose dependent and independent variables, feature scaling, fitting logistic regression, making a prediction, making a confusion matrix and last visualize the testing result. Using the method, we can find the category of people that are easier to get hypertension. This research will first put forward a proposal to help more people take care of themselves, which provides some useful suggestions to those people with similar experimental indexes. As a result, the rate of occurring hypertension can be significantly decreased. Last but not least, we explore new ways to solve classification problems as shown.

The remainder of this paper is organized as follows. Section 2, a detailed research method including how we code, how we make the calculation and how we apply formulae of logistic models or how machine learning helped us to finish the research. In Section 3, we show the discussion, including the hypothesis we made and experimental results, then compared with practical data, which helps to estimate accuracy. However, errors cannot be ignored, but it is important to decrease the percentage error by repeating calculations or using mean values or changing a formula. In Section 4, we will show the results, correct and improve our methods. [12].

2. Method

2.1. Methodology

The main methods have five steps which are training data, scaling data, applying logistic regression, making prediction, and determining accuracy. The training data is necessary to make the dataset able to fit into the python algorithm. Scaling data can do to optimize the x variable. Applying logistic regression onto the dataset is the key step which will build predicting model. Making prediction is the step to generate a result. And determining accuracy would test how accurate the result is.

The materials used are including a medical insurance dataset, called Medicalpremium, from the Kaggle. The dataset was measured by an insurance company already, which includes 1000 of their customers. The reason to choose this dataset was this dataset contains thousands of data which provided varieties, and this dataset includes a clear age, weight, weather has the problem to each person, which can give a good historical information that to be used for future prediction. The analysis tool is the Python language in Kaggle website.

The limits of the research include the accuracy of the prediction model cannot be 100 percent accuracy. In x variable, both age and weight are considered as x variable, but they usually have a
huge different. Although the step of feature scaling was made, the accuracy of data is still not 100 percent accuracy.

Making logistic regression prediction model by coding in Kaggle is the main method to implement our goal. The logistic regression probability curve formula is:
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logit $f(x_1, x_2) = b_0 + b_1 x_1 + b_2 x_2$ and the probabilities $p(x_1, x_2) = 1 / (1 + \exp(-f(x_1, x_2)))$ can be derived.

The last step is to determine accuracy of the result plotting. To know accuracy would help in knowing how much we can believe the predicting result. We use python in Kaggle to read the historical dataset and select age and weight as the $x$ variable. Then split our dataset into training data and test data. Training data is used to train our logistic model, and test data is used to validate our model. We then use SKlearn to split our data. Then before we fit logistic regression, we need to scaling the data to get a better accuracy between 0 and 1. Because age and weight in X variable has a huge difference. Logistic regression is fitted now by using sklearn.linear_model. Then make an instance classifier of the object logistic regression and give random_state =0 that could get the same result every time. A classifier is built now. Next step is to test accuracy of our model. Accuracy equals correct predictions / total_predictions:

Since the accuracy is good, then is to use plotting code to visualize the training and testing result.

2.2. Data

The dataset is downloaded from Kaggle dataset, a medical insurance company provided, and the dataset is about almost 1000 their customers. The data shows age, weight, height, whether the customers have some healthy problem. In data list, 1 means yes and 0 means no. In the below, there is only showing 30 sampling data from the real list.

<table>
<thead>
<tr>
<th>Age (years old)</th>
<th>Weight (Kg)</th>
<th>Has or hasn't problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>57</td>
<td>0</td>
</tr>
<tr>
<td>60</td>
<td>73</td>
<td>0</td>
</tr>
<tr>
<td>36</td>
<td>59</td>
<td>1</td>
</tr>
<tr>
<td>52</td>
<td>93</td>
<td>1</td>
</tr>
<tr>
<td>38</td>
<td>88</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>69</td>
<td>0</td>
</tr>
<tr>
<td>33</td>
<td>54</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>79</td>
<td>0</td>
</tr>
<tr>
<td>48</td>
<td>74</td>
<td>0</td>
</tr>
<tr>
<td>38</td>
<td>93</td>
<td>0</td>
</tr>
<tr>
<td>60</td>
<td>74</td>
<td>1</td>
</tr>
<tr>
<td>66</td>
<td>67</td>
<td>0</td>
</tr>
<tr>
<td>24</td>
<td>57</td>
<td>0</td>
</tr>
<tr>
<td>46</td>
<td>97</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>76</td>
<td>0</td>
</tr>
<tr>
<td>38</td>
<td>68</td>
<td>0</td>
</tr>
<tr>
<td>57</td>
<td>67</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>82</td>
<td>0</td>
</tr>
<tr>
<td>49</td>
<td>61</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>97</td>
<td>1</td>
</tr>
<tr>
<td>35</td>
<td>97</td>
<td>0</td>
</tr>
<tr>
<td>35</td>
<td>81</td>
<td>0</td>
</tr>
<tr>
<td>53</td>
<td>92</td>
<td>0</td>
</tr>
<tr>
<td>31</td>
<td>83</td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>97</td>
<td>1</td>
</tr>
<tr>
<td>60</td>
<td>88</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>73</td>
<td>0</td>
</tr>
<tr>
<td>33</td>
<td>58</td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>96</td>
<td>0</td>
</tr>
<tr>
<td>26</td>
<td>91</td>
<td>1</td>
</tr>
</tbody>
</table>
3. Results

In this study, body weight and age were selected for conditional logistic regression model. In order to ensure the accuracy of the experiment, we used the training data to verify the accuracy of the model before the experiment and check whether the final results were consistent with the test results. According to the chart, red areas and 0 indicate no blood pressure problems, and green areas and 1 indicate blood pressure problems. The results showed that people who were overweight were more likely to have high blood pressure.

Fig 1. Logistic regression (training set) weight, age vs. whether has blood pressure problem graph.

Fig 2. Logistic regression (test set) weight, age vs. whether has blood pressure problem graph.
Based on the train data to fit python, scaling data to increase accuracy, applying logistics regression to classifier, making prediction, and the determined accuracy method, we found that red dots are mainly concentrated in the high-weight elderly, low-age and high-weight parts. This means that older and younger people with higher weights are more likely to have high blood pressure than other groups. This is consistent with most of the real-life factual findings we found before the experiment, as well as the scientifically rigorous thinking that low age and weight, old age and low weight are more likely to develop high blood pressure. Some scholars believe that the biological mechanism of high blood pressure may be related to higher leptin production in overweight and obese people. Leptin stimulates renal angiotensin and sympathetic nervous system by altering the sodium passages in the kidneys, as well as insulin and pro-inflammatory factors. Interactions and other pathways further lead to high blood pressure. In addition, overweight and obese people may often have other high-risk factors that affect the onset of high blood pressure, such as excessive intake of unhealthy foods, too little physical activity, and abnormal blood lipids. People with high blood pressure may not have high blood pressure, but may also have high blood pressure due to cold stimulation, stress, vigorous exercise, etc. Patients with hypertension are further monitored to determine whether they have elevated sexual blood pressure or high blood pressure. Comparing the effects of body organ lesions and hypertension explored by previous studies, we are more likely to understand the intrinsic link between hypertension and weight age. We conclude that poor eating habits are also a major factor in high blood pressure. For example, excessive daily salt consumption, smoking and alcoholism. People with hypertension should pay attention to diet and exercise in their daily life. People with high blood pressure should eat light, low in fat, and exercise properly. In addition, secondary hypertension patients also need to adjust according to the cause, blood pressure, usually need to pay attention to ensure sleep, adjust mood and pay attention to climate change. Hypertension patients in the change of position to slow down a bit, especially for elderly hypertension patients, because some of their original organ function is decreasing, so it is easy to cause some small movements to cause accidents, so attention should be paid to change the position when slow.

4. Conclusion

With the continuous improvement of people's living standards and the great changes in diet structure, the occurrence and death of heart and cerebrovascular diseases in China are also rising, of which the proportion of deaths in China's total mortality rate has even reached about 40%, hypertension has become a cause for concern. Based on the results we have and the discussion, we can draw the following conclusions. Weight is closely related to high blood pressure. Weight gain is an important risk factor for high blood pressure. Abdominal obesity is more likely to cause high blood pressure. Because obesity can make patients endocrine hormone disorders, so that catecholamine, renin secretion increased, so that blood vessels constrict, so that the patient's blood pressure increased. Obesity may cause a large amount of fat in the body, can be large blood vessel bed, and blood circulation relatively increased, psychological also increased, long-term heart burden will cause thick ventricular wall, leading to elevated blood pressure. Obesity can also cause hyperinsulinemia, which can also cause excessive sodium storage in the body and high blood pressure. In today's high blood pressure frequency, mortality rate gradually increased today, to understand the cause of hypertension, it is particularly important. When we understand the cause of hypertension, we can take targeted measures to prevent the disease as far as possible in the absence of the onset of the disease, so that not only for the benefit of the patient itself, but the patient's also whole family and even the whole society is of great significance. A healthy body is the foundation of everything we have, and when a person has no healthy body, he loses almost everything. So, we do such a professional, forward-looking scientific study to help people with high blood pressure. Only when people are healthy and happy will society be stable and beautiful. Therefore, the government needs to pay attention to specific groups of people (obesity, the elderly, the young), as well as increased supervision of junk
food, promote healthy and rational diet, take concrete measures to help people better prevent high blood pressure, thereby improving the health index of society as a whole.
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