Mask Detection Based on Yolov5s

Rongwei Zhang1, *

1 College of Computer Science, Yangtze University, Jingzhou, 434025, China
* Corresponding author: Zhang Rongwei (Email: 1465569013@qq.com)

Abstract: Since the outbreak of the COVID-19 epidemic, wearing masks has become common sense and necessary protective equipment for going outside. The use of deep learning methods to detect whether a person is wearing a mask has also become a popular research direction in the field of computer vision. As an excellent object detection algorithm, Yolov5 is widely used in various fields. This article also applies the lightweight Yolov5s model for facial mask detection. Yolov5s uses a multi-scale detection method based on Feature Pyramid Network, which can effectively detect masks at different scales. This enables the model to obtain more accurate detection results on images of different scales. Yolov5s is a lightweight model with fewer parameters and faster detection speed compared to other Yolov5 models. The dataset in this article is from the Kaggle website. By preprocessing the dataset and training it on the Yolov5s network model, the trained model was tested and the effect of facial mask wearing detection was achieved.
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1. Introduction

The COVID-19 epidemic is a disaster all over the world. It is an acute respiratory infectious disease, and air transmission is the most common mode of transmission. Wearing masks correctly can effectively reduce the infection rate of the COVID-19 epidemic. It can be said that masks are our first guard against epidemic infection. During this period, many technology companies, such as Haikang and Baidu, produced mask-wearing and temperature testing equipment, which improved the efficiency of protective personnel and reduced the pressure of protection. Traditional mask detection involves staff using the human eye to determine whether people are wearing masks, which wastes human resources and increases the burden on staff.

In this situation, it is very meaningful to use computer technology to improve the efficiency of mask wearing detection. Although the epidemic has been well controlled, it is still necessary to have a good habit of wearing masks when going out, especially in some crowded public places. By detecting pedestrians who have not worn masks and providing reminders, people's safety and health can be better guaranteed.

With the rapid development of computer technology and continuous integration with other fields, people's production and living standards have been significantly improved. Artificial intelligence, as one of the current and future hottest fields in the computer field, is widely applied in various directions. Applying the Yolov5s model to mask wearing detection not only completes the recognition task well, but also conforms to the trend of technological development. Liberating people from complex affairs is also a goal of technological development. Enable the model to autonomously learn the information in the data and use the trained model for mask wearing detection.

2. Related Theoretical Foundations

2.1. Convolutional Layer

The most common and basic network structures in deep learning are convolutional layers and pooling layers. The convolutional layer mainly uses convolutional operations. The process of convolutional operations is to use a certain size of convolutional kernel (which can be specified) to slide across the entire input image. During the sliding process, the product of the convolutional kernel and its corresponding position in the coverage area is calculated and summed, and then output.

The convolution operation is implemented by three basic units: input image (matrix), convolution kernel, and output matrix. The number of images, the height of images, the width of images, and the number of image channels are the four parameters of the input matrix. The parameters of convolutional kernels mainly include the size, sliding step, and number of convolutional kernels.

The two core ideas of convolutional layers are parameter sharing and local connectivity, both of which can reduce the parameters of the network. Parameter sharing refers to the use of the same set of convolutional kernels for operations during the sliding process of convolutional kernels. Local connection refers to the fact that nodes in a convolutional layer are only connected to some nodes in the previous convolutional layer, independent of other nodes in the previous layer, and learn local features. By repeatedly performing convolution operations on the extracted image, deep level information of the image can be extracted.

2.2. Pooling layer

The pooling layer is actually a type of downsampling. There are various forms of nonlinear pooling functions, among which "maximum pooling" is the most common. It divides the input image into several rectangular regions and outputs the maximum value for each sub region. This mechanism is effective because after discovering a feature, its precise position is far less important than its relative position with other features. The pooling layer continuously reduces the spatial size of the data, resulting in a decrease in the number of parameters and computational complexity, which to some extent also controls overfitting. Generally speaking, pooling layers are periodically inserted between the convolutional layers of deep learning.

The pooling layer has three main functions. First, it guarantees the feature invariance, including translation...
invariance, Rotational invariance and scale invariance. Secondly, achieve feature dimensionality reduction and reduce the size of the input image, thereby reducing computational complexity. Finally, to prevent overfitting, overfitting hinders the model's generalization ability and performs very well on the training set used, but performs poorly on the new dataset.

2.3. Loss function and Activation function

The Loss function is equivalent to the evaluation between the real value and the predicted value. The Loss function is used to reduce the error between the real value and the predicted value. The Loss function must faithfully reduce all aspects of the model to a single number, and use the improvement of this number to measure the improvement of model performance. The choice of Loss function often determines whether the model can achieve the desired performance results. The Loss function provides the basis for the optimizer (back propagation).

The role of the Activation function is to introduce nonlinear factors to reduce the possibility of over fitting the model. Convolutional and pooling operations are all linear operations, but linear operations alone cannot handle complex and abstract data such as images and speech. By adding Activation function, each layer of the network can be nonlinear, thus improving the fitting ability of the model.

2.4. Fully connected layer

The fully connected layer serves as a classifier in the entire neural network, usually appearing in the last layer of the network, followed by the previous convolutional layer. In the neural network, the network before the full connection layer will map the original data to the high-level feature space, that is, feature extraction. The full connection layer is responsible for mapping the features learned from the network to the Sample space, playing the role of classification.

2.5. Yolov5s

There are many types of object detection algorithms in the Yolo series, among which Yolov5 holds a certain position in both academic research and practical applications, and is currently the mainstream object detection algorithm. There are four versions of Yolov5, namely Yolov5s, Yolov5m, Yolov5l, and Yolov5x. The main difference between these different versions is in the width and depth of the model. The wider and deeper the model, the larger the parameter quantity and the longer the detection time, but the accuracy of the model will also be more accurate.

Compared to the previous Yolo series algorithms, Yolov5s has undergone changes in both the input and prediction aspects. Firstly, in terms of data processing at the input end, in order to improve the detection performance of small target objects, Yolov5s and Yolov4 are consistent in using Mosaic data augmentation for the input images. However, Yolov5s also adopts an adaptive anchor box method to select the optimal anchor box value based on different sample sets during model training. In addition, for different sizes of images, the model also adopts an adaptive image scaling method at the input end during testing, which scales and fills the image with the least gray edges to improve detection speed. On the prediction end, Yolov5s adopts CIOU_. Loss and binary Cross entropy loss are calculated for frame loss, category probability and confidence loss respectively. At the same time, weighted NMS is used to cancel redundant prediction boxes. In addition, Yolo5s also adds optimization functions that can be selected according to needs, namely Adam and SGD (default). Adam is suitable for optimizing training smaller custom datasets, while SGD is used for optimizing training larger datasets.

3. Experiment

3.1. Experimental environment

<table>
<thead>
<tr>
<th>Operating system</th>
<th>windows10 operating system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graphics card</td>
<td>NVIDIA GeForce RTX 3080</td>
</tr>
<tr>
<td>video memory</td>
<td>12GB</td>
</tr>
<tr>
<td>CUDA Version</td>
<td>12.1</td>
</tr>
<tr>
<td>compiler</td>
<td>PyCharm</td>
</tr>
<tr>
<td>Programming Language</td>
<td>Python3.8</td>
</tr>
</tbody>
</table>

For 30 series graphics cards, if the CUDA version used is lower than 11.6, there may be running lag. It is recommended to use a higher version of CUDA.

3.2. Mask dataset

The main source of this dataset is the open source dataset provided through the Kaggle dataset website.

3.3. Experimentation

First, use anaconda to manage the required dependencies. The implementation of the Yolo model requires the use of many Python toolkits. To facilitate the management of these toolkits and their versions, it is recommended to use anaconda. Anaconda's virtual environment enables the configuration and installation of toolkits and versions in one environment to be isolated from other environments, greatly avoiding package conflicts, reducing the possibility of errors caused by toolkits, and reducing the pressure on developers. Switching between different environments is also very convenient, and now anaconda has become a very popular environmental management tool. After successfully installing the toolkit (including the corresponding version) required for the Yolov5s model, the model debugging phase can begin.

The coco dataset is a large and well-known dataset that can be used for object detection. Rotating 128 sheets from the coco dataset constitutes the coco128 dataset, which allows for model debugging. The structure of the dataset is divided into images and their corresponding image labels, using the Yolov5s model with a set number of training rounds of 100. The batch size is 16, and for each input image, regardless of its size, the image is uniformly converted to a size of 640*640. The optimizer selects SGD. The output results of the model are saved in the form of files, including the optimal weight file of the model, the weight file of the last training of the model, and the results of image annotation. After successfully debugging the model on the coco128 dataset, you can start training your own dataset.

There are many open source websites with rich datasets, and the dataset for this experiment mainly comes from the Kaggle website. After obtaining the dataset, it is necessary to process it accordingly to meet the standards of the data required by the model. After downloading, the dataset image data and label data are placed together, and the naming is also quite chaotic. Manual classification and renaming can be used to handle it, but it is very troublesome. Here, we use the method of writing Python code to solve the problem.

First, write the code for file classification, put the image...
data together, label data together, and save the images in jpg format. The specific code logic is to sequentially read all files in the specified directory and move the file location according to the file suffix. After completing the file classification, divide the entire dataset (image data and label data) into training set, validation set, and testing set in a ratio of 8:1:1. Write code to rename the file, and test the training set, validation set, and testing set separately. The naming format is a number that starts from 1 and increases sequentially. The length of the number is the length of the training set's image data or label data, and if it is not enough, fill in the high order with 0.

After processing the dataset, write the corresponding yam file for the dataset, which is used to specify the location of the dataset and the mapping of labels and categories. The Learning rate of the specified model is 0.01, the batch size is 16, and the number of training rounds is 100. The model is trained and the model is adjusted through the validation set in the training process. The training results and validation results are saved, but to determine the generalization of a model, it is necessary to test the test set. When testing the model, load the optimal weight file and test the test dataset.

3.4. Experimental result

The results of mask wearing test using Yolov5s showed that the precision value of Yolov5s was 0.84795, the recall value of Yolov5s was 0.86019, and the mAP_0.5 value of Yolov5s was 0.87725, The value of mAP_0.5: 0.95 was 0.525.

From the detection results of the test set, it can be seen that the Yolov5s model performs well in detecting the majority of mask wearing scenarios, and performs well in multi target detection scenarios. Some pictures show people wearing masks without covering their noses, and Yolov5s also judges them as wearing masks. In fact, it can be more strictly judged, which is also a part that can be improved in the future. Some of the people in the pictures did not wear masks, but their mouths were blocked by their arms, which were also mistakenly detected as wearing masks.

4. Conclusion

This article uses the Yolov5s model to achieve mask wearing detection, which is of great significance for current epidemic prevention and control. The detection performance is excellent for single target and even multi target scenarios. The COVID-19 epidemic may be accompanied by humans for some time. For the epidemic, the best protective measure is to wear masks correctly. In some large shopping malls, there are usually dedicated testing personnel to ensure the safety of customers. The country and society are also actively guiding the masses to wear masks and enhance their awareness of protection. In some important places and densely populated areas, it is necessary to set up mask wearing detection points. Using the Yolov5s model for detection can reduce the pressure on staff and improve the efficiency of detection. In practical applications, providing richer and high-quality data to the model can improve its detection performance.

But some special scenarios, such as the mouth being blocked by a certain part of the body, often lead to false positives. Moreover, in multi-objective scenarios, some blurry characters are not detected, while some poster characters are also used as recognition targets for detection. These error cases are all directions that need to be further addressed and optimized in the future. The foundation for improvement is to first identify problems. Object detection has always been a popular research direction in deep learning. The continuous optimization and improvement of models have given them active popularity and also promoted the application of object detection in various fields. As an important model in the field of object detection, the Yolo model also has great development prospects. As a learner of deep learning, I will continue to learn and explore it.
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