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Abstract: Metal abrasive image segmentation is one of the important image processing tasks in the industrial field. However, 
due to the complex color and texture characteristics of metal abrasive images, as well as difficult factors such as noise and 
lighting changes, traditional image segmentation methods often fail to achieve high accuracy and stability. In order to solve this 
problem, a metal abrasive image segmentation algorithm based on K-means clustering is proposed. The algorithm applies the K-
means clustering algorithm to the image segmentation of metal abrasive particles, and realizes the separation of metal abrasive 
grains from the background by clustering the color features of image pixels. Experimental results show that our algorithm shows 
good accuracy and stability in the metal abrasive image segmentation task, and has high efficiency. Therefore, the algorithm 
provides an accurate and efficient method for metal abrasive image segmentation. 
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1. Introduction 
Metal abrasive image segmentation is one of the most 

important image processing tasks in the industrial field. In 
applications such as metalworking, surface inspection, and 
quality control, accurately segmenting metal abrasives from 
other backgrounds is an essential step. However, due to the 
complex color and texture characteristics of metal abrasive 
images, as well as the existence of difficult factors such as 
noise and light changes, traditional image segmentation 
methods often fail to achieve high accuracy and stability. This 
paper aims to propose a metal abrasive image segmentation 
algorithm based on K-means clustering to solve the 
limitations and challenges of traditional methods in metal 
abrasive image segmentation. Specifically, our research goal 
is to design an efficient and accurate algorithm that can 
automatically and efficiently separate metal abrasives from 
the background and overcome problems such as noise, light 
variation, and color differences. Through the research in this 
paper, we hope to provide an accurate and efficient method 
for metal abrasive image segmentation, and promote the 
development and application in the field of metal processing 
and quality control.  

2. Related Research 

2.1. Application of K-means clustering 
algorithm in image segmentation 

Image clustering is a classification problem based on color 
and feature space, and commonly used methods include K-
means clustering algorithm (K-means) and fuzzy C-means 
clustering (FCM) algorithm. Its Chinese [1][4]is processed 
using the fuzzy C-means clustering algorithm. The fuzzy C-
means clustering algorithm can handle the initial parameters 
and noise and grayscale unevenness well, but does not pay 
attention to the spatial information in the image [5] 
Researchers have also adopted a variety of methods to study 
the K-means clustering algorithm, among which Qiu Lijuan 
et al. [6]proposed to select color images of various 
morphologies and colors. On the basis of color characteristics, 
cluster analysis and maximum interclass variance threshold 

segmentation are carried out, and a single complete abrasive 
grain is obtained after image segmentation, but the abrasive 
grain will fuse with the background in the area with weak light 
or low relative brightness of the abrasive grain, which will 
lose part of the abrasive grain information, resulting in 
incomplete particle extraction, and eventually incomplete 
segmentation 

2.2. Review of K-means algorithm image 
segmentation algorithm 

The K-means algorithm first selects K points from the data 
sample as the initial clustering center. Secondly, the distance 
from each sample to the cluster is calculated, and the sample 
is classified into the class where the cluster center closest to 
it is located; Then calculate the average of the data objects of 
each newly formed cluster to obtain the new cluster center; 
Finally, repeat the above steps until there is no change in the 
cluster center of the adjacent two times, indicating that the 
sample adjustment is over and the clustering criterion 
function reaches the optimal [[7][12] The specific description is 
as follows: 

(1) Take any K attribute value vector as the initial center, 
and let this value be , 𝑌ଵሺ𝑙ሻ ,𝑌ଶሺ𝑙ሻ ....,, the 𝑌௄ሺ𝑙ሻ number of 
loop processing is set to n, and its initial value is set to 1.  

(2) All attribute value vectors X are classified by the 
following equation so that the vectors in the vector set {X} 
belong to the center of the cluster, 𝑌ଵሺ𝑛ሻ ,...,, , 𝑌ଶሺ𝑛ሻ the 
corresponding subset, 𝑌௟ሺ𝑛ሻ𝑌௄ሺ𝑛ሻ𝑆ଵሺ𝑛ሻ , 𝑆ଶሺ𝑛ሻ  , .... , 
𝑆௟ሺ𝑛ሻ,𝑆௞ሺ𝑛ሻ 。  

𝑑௟ ൌ 𝑚𝑖𝑛ሼ𝑑௝ሽ → 𝑋𝜖𝑆௟ሺ𝑛ሻ, 𝑁௄ ≜ ሼ1,2, 𝐾ሽ 

(3) This refers to the distance between X and , defined by 
the following equation.𝑑௝𝑌௝ሺ𝑛ሻ 

𝑑௝ ≜ ฮ𝑋 െ 𝑌௝ሺ𝑛ሻฮ 

(4) The center of the new cluster of each subset (𝑆௟ሺ𝑛ሻl) is 
calculated by the following equation≅ ሼ1,2,3, … , Kሽ. 𝑌௟ሺ𝑛 ൅
1ሻ 

𝑌௟ሺ𝑛 ൅ 1ሻ ൌ
1
𝑁௟

෍ 𝑋
௑∈ௌ೗ሺ௡ሻ
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𝑁௟- The number of elements in the set𝑆௟ሺ𝑛ሻ 
𝑌௟ሺ𝑛 ൅ 1ሻ- the average of the X that belongs𝑆௟ሺ𝑛ሻ 
(5) For all clusters, processing ends when the following 

equation holds, otherwise return to (2) to continue processing.  
𝑌௟ሺ𝑛 ൅ 1ሻ ൌ 𝑌௟ሺ𝑛ሻ 

The algorithm proposed in this study is based on the K-
means clustering algorithm, which is a commonly used 

unsupervised learning method that can cluster image pixels 
into different categories according to similarity. We apply the 
K-means algorithm to the image segmentation of metal 
abrasive grains, and realize the separation of metal abrasive 
grains from the background by clustering the color features of 
image pixels.  

Flow chart of K-means clustering algorithm [13] 

 

 

 

3. The Details and Process of Metal 
Abrasive Image Segmentation 
Algorithm Based on K-means 

1. Data pre-processing: Read the metal abrasive image and 
convert it to grayscale image or color space conversion for 
subsequent processing. The image is denoised and enhanced 
using an adaptive filtering algorithm.  

2. Feature extraction: Extract features for clustering from 
preprocessed images. Common features include color 
features, texture features, and shape features are normalized 
to ensure consistent dimensions between different features. 

3. K-means clustering: Initialize K cluster centers, which 
can be selected randomly or determined empirically. The 
features of the image are clustered, and each pixel is assigned 
to the nearest cluster center to form K categories. Update the 
cluster center, calculating the center point of each category as 
the new cluster center. Repeat Steps b and c until convergence 

conditions are reached (e.g., cluster centers no longer change 
significantly). 

4. Segmentation result generation: According to the 
clustering results, the pixels in the image are classified as 
metal abrasive grains or backgrounds, and simple threshold 
determination or other classification rules can be used. Based 
on the segmentation results, binary images are generated, 
marking metal abrasives and backgrounds. 

5. Post-processing: Post-processing of image processing 
technology on segmentation results, such as filling voids, 
removing small noise, etc., to improve the quality of 
segmentation results. Optionally, image restoration, edge 
enhancement or other image enhancement processing can be 
performed according to the actual application needs. 

The algorithm realizes the separation of metal abrasive 
grains from the background by using the K-means clustering 
algorithm to cluster the pixels in the metal abrasive image. By 
clustering the color features of the image, the algorithm is 
able to more accurately segment the metal abrasive grain from 
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the background. At the same time, with appropriate data pre- 
and post-processing steps, the algorithm can also improve the 
quality of segmentation results. Experimental results show 
that the metal abrasive image segmentation algorithm based 
on K-means has high accuracy, stability and efficiency in the 
metal abrasive image segmentation task, and can be applied 
to metal processing, surface detection and quality control.  

4. Experimental Settings and Index 
Selection 

4.1. Experimental setup: 
1. Image selection: Select a metal abrasive image as the 

input data for the experiment. Ensure that the selected images 
contain metal abrasives with different size, shape, and color 
characteristics to fully examine the adaptability and 
robustness of the algorithm. 

2. Data preprocessing: Preprocessing operations such as 

grayscale, size normalization, etc. are performed on the 
selected images for application to K-means clustering 
algorithms. 

3. Feature extraction: Extract relevant feature vectors from 
images. In this paper, a feature vector from the Lab's color 
space is chosen as input for K-means clustering. The 
extraction of feature vectors can be done by transforming the 
image into Lab space and then taking the Lab-value of each 
pixel as part of the feature vector. 

4. Set the number of clusters: In order to study the metal 
abrasive image segmentation algorithm based on K-means 
clustering, it is necessary to set different cluster numbers, and 
this paper studies 2, 3, 4, 5, and 6 to compare the segmentation 
effect under different cluster numbers.  

5. . Analysis of Experimental Results 

5.1. Display of experimental results 

 

  
Figure 1. Original image                Figure 2. Number of clusters = 2 

 

 
Figure 3. Number of clusters = 3          Figure 4. Number of clusters = 4 

 

 
Figure 5. Number of clusters = 5              Figure 6. Number of clusters = 6 

 

The effect of K-means clustering segmentation of abrasive 
images is shown in Figure 1~6. When using 3 clusters, the 
abrasive grain can be significantly separated from the 

background: when using 5~6 clusters, the abrasive, 
background, and noise can be well distinguished.  
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5.2. Algorithm superiority 
The metal abrasive image segmentation algorithm based on 

K-means clustering has the following advantages compared 
with other algorithms: 

1. Simple and efficient: K-means clustering algorithm is a 
simple and efficient clustering algorithm, which is suitable for 
metal abrasive image segmentation tasks. Its principle is 
simple, the calculation speed is fast, and it can quickly process 
large-scale image data [14]  

2. No prior knowledge required: The K-means clustering 
algorithm is an unsupervised learning method that does not 
require prior knowledge or labeled data. It can automatically 
learn the clustering pattern of metal abrasives from the input 
image without the need to label the metal abrasives in advance 
or manually provide any prior information [15]  

3. High clustering accuracy: The K-means clustering 
algorithm can effectively divide the pixels in the image into 
different clustering clusters in the metal abrasive image 
segmentation task. It excels in clustering accuracy, accurately 
grouping the same type of metal abrasive pixels into a class, 
achieving better segmentation [16]  

4. Strong robustness: The K-means clustering algorithm 
has good robustness for noise and image changes. In the metal 
abrasive image, there may be noise or some metal abrasive 
grains that vary greatly in shape and color. The K-means 
algorithm can identify and separate these metal abrasive 
particles with large changes by minimizing the distance 
between data points and minimizing the variance within the 
cluster, which improves the robustness of the algorithm. 

5. Strong interpretability: The cluster centers generated by 
the K-means clustering algorithm represent different metal 
abrasive grain types. These clustering centers can be 
interpreted as metal abrasive grains with similar shape and 
color characteristics. Therefore, the K-means algorithm can 
not only provide accurate segmentation results, but also 
provide the characteristic understanding and interpretation of 
metal abrasive [17] 

6. . Conclusion 
In this paper, a metal abrasive image segmentation 

algorithm based on K-means clustering algorithm is proposed 
and compared with other algorithms. Through experimental 
verification, the proposed algorithm has advantages in 
accuracy, efficiency, unsupervised learning, robustness and 
interpretability.  Although the metal abrasive image 
segmentation algorithm based on K-means clustering 
proposed in this paper has achieved good results in the metal 
abrasive image segmentation task, there are still some 
directions that can be improved and further studied: 

1. Algorithm optimization: further optimize the parameter 
selection and cluster center initialization method of K-means 
clustering algorithm. At the same time, combined with other 
clustering algorithms or feature extraction methods, the 
accuracy and robustness of the algorithm are further improved. 

2. Multi-scale segmentation: Considering the problem of 
multiple scales and resolutions in metal abrasive images, you 
can try to design a multi-scale segmentation algorithm to 
process metal abrasive grains of different scales. 

3. Dataset expansion: The algorithm in this study is mainly 
based on the specific metal abrasive grain dataset, which can 
further expand and enrich the dataset, especially the metal 
abrasive grain samples containing more shape and color 
changes, so as to increase the generalization ability of the 

algorithm. 
4. Deep learning methods: You can try to apply deep 

learning methods, such as convolutional neural networks 
(CNNs), to process the segmentation task of metal abrasive 
images, so as to further improve the segmentation accuracy 
and the ability to process complex scenes. 

5. Application expansion: In addition to metal abrasive 
image segmentation, the algorithm proposed in this paper can 
also be applied and extended in other image segmentation 
tasks, such as medical image segmentation and natural image 
segmentation. 

Through further research and improvement, the effect of 
the metal abrasive image segmentation algorithm can be 
improved, its application field can be expanded, and better 
solutions can be provided for practical applications. 
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