Advancing Cancer Document Classification with Random Forest
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Abstract: In this study, we address the challenging task of biomedical text document classification of Cancer Doc Classification, specifically focusing on lengthy research papers related to cancer. Unlike previous research that often deals with shorter abstracts and concise summaries, we curated a unique dataset comprising documents with more extensive content, each exceeding 6 pages in length. To tackle this classification challenge, we employed the Random Forest Tree method. Random Forest is a powerful ensemble learning technique that combines multiple decision trees to enhance classification accuracy and robustness. It has been widely adopted in the field of machine learning and data science for its effectiveness in handling complex classification tasks.
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1. Introduction

Biomedical text document classification, particularly in the context of Cancer Document Classification, has seen significant developments over the years. Several seminal publications have paved the way for this field, addressing the complex challenges inherent in the analysis of clinical and medical texts. In this section, we delve into the foundational research that has contributed to our understanding of the field and the issues associated with existing methods. We then introduce our novel approach utilizing Random Forest and emphasize the distinct advantages it offers in addressing these challenges.

The work by Pestian et al. [1] introduced a shared task focused on the multi-label classification of clinical free text. Their research underscored the complexities of multi-label classification within free-text data, a challenge that resonates with our own research. Sun, Lim, and Liu [2] conducted a comparative study, investigating strategies to handle imbalanced text classification using Support Vector Machines (SVM). While their research provided valuable insights, it is evident that handling imbalanced datasets remains a common hurdle in medical text classification.


While these foundational works have paved the way for biomedical text classification, they come with their set of challenges, including the complexities of multi-label classification, imbalanced datasets, and feature selection. In our study, we propose the use of Random Forest, an ensemble learning method, to address these challenges effectively. Our approach offers several key advantages, including robustness to imbalanced data, the ability to handle multi-label classification, and an innate feature selection mechanism that enhances classification accuracy.

By examining these foundational works, we gain valuable insights into the latest developments and ongoing challenges in the medical text classification domain. Our novel approach leverages the strengths of Random Forest [9] to contribute to this field effectively and offers a promising avenue for further advancements. In the subsequent sections, we will delve into the details of our methodology and present experimental results to demonstrate its effectiveness in the context of Cancer Document Classification.

2. Related Work

Several initial publications established the groundwork for the biomedical text document classification of Cancer Doc Classification. Pestian et al. [1] introduced a shared task involving multi-label classification of clinical free text. Their work emphasized the challenges of multi-label classification on free-text data, which is also of significance to our research. Sun, Lim, and Liu [2] conducted a comparative study on strategies for handling imbalanced text classification using Support Vector Machines (SVM). Their research offers methods for dealing with imbalanced datasets, a common issue in medical text classification.

Yi and Beheshti [3] proposed a hidden Markov model-based text classification approach for medical documents. Their study explores the application of latent models, which helps us better understand the structure and language patterns in medical text. Alicante et al. [4] conducted a study on textual features for medical records classification. Their work emphasizes the importance of textual features, which can guide us in selecting appropriate features for our research. Jindal and Taneja [5] adopted a lexical approach for text categorization of medical documents.

Their research provides a simple yet effective method for
classifying medical text. These related works provide valuable background information for our research and highlight the uniqueness and innovation of our study. By reviewing this literature, we gain a better understanding of the latest developments and challenges in the field of medical text classification, which helps us position and contribute to this field more effectively.

3. Methodology

Random Forest [8] is an ensemble learning method that combines multiple decision trees to improve predictive accuracy and reduce overfitting. As shown in Figure 1, The Random Forest model consists of a collection of decision trees, each trained on a different subset of the training data. These subsets are created through bootstrapping, which involves randomly selecting samples with replacement. In the construction of each tree, a random subset of features is considered at each split, which helps promote diversity among the trees. During prediction, the results of all individual trees are aggregated through voting (for classification) or averaging (for regression) to produce a final prediction. This ensemble approach improves the model’s robustness and generalization, making it less prone to overfitting.

![Figure 1. Random Forest](image)

For a new input sample, the classification result in Random Forest is:

\[
RF(x) = \text{Mode}(T_1(x), T_2(x), ..., T_N(x))
\]  

Here, \( T_i(x) \) represents the prediction of the \( i \)-th decision tree, and selects the class with the highest frequency.

Random Forest excels at pattern generalization, especially when coupled with data augmentation. For binary classification, we use binary cross-entropy [9] as the loss function:

\[
L(y, p) = \frac{1}{N} \sum_{i=1}^{N} y_i \cdot \log(p_i) + (1 - y_i) \cdot \log(1 - p_i)
\]

Here, \( L(y, p) \) is the binary cross-entropy loss [9], \( N \) is the number of samples, \( y_i \) is the true binary label (0 for "Ok" and 1 for "Defective") for the \( i \)-th sample, and \( p_i \) is the predicted probability that the \( i \)-th sample belongs to the "Defective" class.

In our research, we utilize the Random Forest model the Adam optimization algorithm for training. The Adam optimizer adapts learning rates for each parameter during training, enhancing the convergence and training speed [10][11]. This combination promises to improve defect detection accuracy and overall efficiency in the quality control process.

4. Experiments

4.1. Datasets

This dataset, consisting of 7569 publications focusing on biomedical text document classification, provides an invaluable resource for researchers and professionals, offering a diverse range of health-related topics, particularly in the context of cancer, including 'Thyroid Cancer,' 'Colon Cancer,' and 'Lung Cancer.' With an impressive usability score of 9.41, it caters to the needs of scholars and practitioners engaged in text classification within the medical field.

This dataset not only embodies a comprehensive collection of medical literature but also accentuates the relevance of health topics, especially in the context of cancer. Its binary classification feature enables scholars to explore various dimensions of medical research, providing a foundation for impactful academic endeavors and practical applications within the healthcare sector.

4.2. Evaluation metrics

Precision, Recall, and F1-score are the measures used in the named entity recognition. \( P \) (Positive) represents positive samples in all the samples. \( N \) (Negative) represents negative samples in all the samples. \( TP \) (True Positives) is the number of positive samples predicted as positive. \( FN \) (False Negatives) is the number of positive samples predicted as negative. \( FP \) (False Positives) is the number of negative samples predicted as positive. \( TN \) (True Negatives) is the number of negative samples predicted as negative. Precision is the proportion of true positive samples in all the samples that are predicted to be positive, which is defined as:

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

Recall is the proportion of true positive sample in all the positive samples, which is given by:

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

The F1-score is the harmonic average of the precision and recall, the definition of F1-score is:

\[
F1 = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}
\]

4.3. Results

The evaluation of various machine learning models for biomedical text document classification of Cancer Doc Classification. The table below presents the precision, recall, and F1-score metrics for different models, each catering to specific requirements.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>0.75</td>
<td>0.76</td>
<td>0.75</td>
</tr>
<tr>
<td>SVM</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>RF</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
</tbody>
</table>
In our study of biomedical text document classification for Cancer Document Classification, we evaluated the performance of various classification models. The results indicate that Logistic Regression [6] achieved a Precision of 0.75, Recall of 0.76, and an F1-Score of 0.75. Support Vector Machine [7] demonstrated strong performance with a Precision of 0.84, Recall of 0.84, and an F1-Score of 0.84. However, the Random Forest [8] notably outperformed all other models, achieving a Precision, Recall, and F1-Score of 0.99, showcasing its exceptional accuracy in classifying lengthy research papers related to cancer.

Our evaluation revealed that Random Forest surpassed the other models with a remarkable Precision, Recall, and F1-Score of 0.99, underscoring its outstanding efficiency in handling the complexities associated with classifying these lengthy research documents. This exceptional F1-Score emphasizes its ability to balance precision and recall effectively, making it the preferred choice for accurate biomedical text document classification in the context of cancer research.

5. Conclusion

In the realm of healthcare and medicine, there is a notable upswing in the embrace of AI technologies [12][13]. These progressions are transforming how medical practitioners diagnose, treat, and handle diverse health conditions [14][15][16]. The domain of biomedical text document classification, particularly in the context of Cancer Document Classification, has undergone substantial evolution throughout the years. Seminal publications have laid the foundation for this area, addressing the intricate challenges associated with the analysis of clinical and medical texts. The complexities of imbalanced datasets, and feature selection have been highlighted as persistent issues in this domain. In response to these challenges, we have introduced a novel approach that leverages the power of Random Forest, an ensemble learning method. Notably, our approach offers several distinct advantages, including robustness in the face of imbalanced data distributions, the capability to handle multi-label classification tasks, and an inherent feature selection mechanism that elevates classification accuracy.
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