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Abstract: An improved YOLOv5s multi-scale target detection algorithm is proposed to address the increasingly threatening problem of foreign object intrusion in power transmission lines, which poses a risk to the safety and stable operation of the power grid. To enhance the model's ability to extract features of different sizes, a new C3 feature extraction module was designed. It uses deformable convolutional networks to replace the original fixed convolutional layers, and then introduces the ECA attention mechanism to take into account global context information, reducing the decrease in model detection accuracy caused by feature loss. An improved form of NWD fusion Wise IoU is proposed as the network's predicted box regression loss function, improving the model's generalization ability and its ability to detect features of small targets, and achieving faster network convergence speed. Experimental results show that the improved algorithm has increased the accuracy P, recall rate R, and average precision mAP by 5.21%, 4.71%, and 6.24%, respectively, compared to the original YOLOv5s model in detecting foreign object intrusion in power transmission lines, while also enhancing the detection performance of small targets.
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1. Introduction

The safety of power transmission lines is crucial to ensuring the stable operation of the power grid [1]. The manpower and resources required for manual inspections and drone inspections are extremely high. Manual inspections cannot meet the real-time inspection requirements of high-voltage transmission lines [2]. Therefore, using video surveillance equipment for 24-hour inspections, with the advantages of high efficiency and low cost, has become the preferred method for protecting high-voltage transmission lines [3]. Algorithms such as Faster R-CNN, Mask R-CNN, and YOLO based on deep learning convolutional neural networks have been used in the safety detection of transmission lines, with an accuracy rate of detecting hidden dangers reaching over 80%. While Faster R-CNN maintains good accuracy, it has slow processing speeds and long processing times, resulting in low smoothness in real-time detection. Mask R-CNN requires high precision in dataset annotation using instance segmentation methods, incurring high annotation costs and limiting its application in complex environmental conditions [4-9]. In terms of real-time detection smoothness, YOLOv3 and YOLOv4 perform well, but their accuracy is lower, leading to cases of false alarms and missed detections. YOLOv5 improves detection accuracy while inheriting good real-time performance, but it still struggles with detecting targets that are partially obscured or small [10-11]. Zhang et al [12] proposed using the ResNet network as the backbone structure of YOLOv5, which improved the model's detection performance for small objects. Li et al [13] introduced a residual network structure into SSD for feature fusion, enhancing the network's ability to extract information features and improve the detection capability of small objects. Zhang et al [14] balanced the feature network by combining channel attention mechanism with spatial attention mechanism, enhancing the detection capability of the YOLOv5 model in complex conditions. Huang et al [15] used USRNet to reconstruct the dataset for the YOLOv5x model, then introduced small object detection head and EIoU loss function, enhancing the model's performance in detecting small objects and its ability to handle complex background environments.

The size of the network model has a big impact on its performance, so this paper proposes an improved YOLOv5s algorithm to meet the requirements of real-time monitoring and small network detection. A new C3 feature extraction structure is designed, which replaces the fixed convolutional layers in C3 with a deformable convolution network DCN-V2 to enhance the ability of the C3 module to extract features of different scales. An ECA attention mechanism is introduced to process features, obtaining global information that considers context and enhances the network's non-linear capabilities [16-17]. Additionally, a new loss function form combining the NWD structure with WIoU Loss is proposed to make the predicted boxes more accurate and enhance the model's ability to detect small target objects [18-19].

2. Improvement of C3 Module Structure

2.1. Deformable convolution layer

In YOLOv5, the C3 module is mainly used for extracting features from the input feature map, which is crucial in determining how many target features are extracted. However, the convolution used in the C3 module is a traditional square grid convolution, with a fixed size of the convolution kernel, and the sampling position when extracting the input feature map is also fixed, as shown in Figure 1(a).
In the actual input feature map, different positions may correspond to objects of different sizes or deformations, which requires the convolution layer to adaptively adjust the range and method of the receptive field. Therefore, the method of introducing deformable convolution kernels allows the convolution kernel to adjust its shape according to the actual situation, better extracting the input features. Deformable convolution adds a variable offset matrix to each sampling point of the traditional convolution kernel, breaking away from the traditional fixed square sampling frame, allowing the convolution kernel to randomly sample near the original position, as shown in Figure 1(b), which has good adaptability to irregular features, enhancing the network's robustness and generalization ability. The degree of influence of pixels within different network nodes on the receptive field varies. Using gradient response to calculate the intensity of each image, important features are obtained, as shown in Figure 2.

2.2. Introduce attention mechanism

After feature extraction, a regular convolution operation only extracts features at the positions corresponding to the convolution kernel, with the receptive field limited to a certain area, considering only local contextual information. However, a local receptive field can lead to the loss of some features of the detected target. Therefore, in the output feature position of the C3 module, the ECA attention mechanism module is introduced to reduce the impact of irrelevant information, enabling the network to better adapt to the image content, as shown in Figure 3.

3. NWD Combined with WIoU Loss

In the normal IoU calculation, there is no positional information. When predicting boxes in different directions, the intersection ratio of the predicted box and the true box is the same. In the IoU calculation, it may result in the same confidence level, but it cannot determine which one is more accurate. To reduce the uncertainty caused by the loss function, YOLOv5s uses the CIoU loss function. The detection capability for some small targets is still relatively weak. For example, in overhead power line scenarios, there may be small targets such as high-altitude garbage, drones, or kites. IoU is very sensitive to positional deviations of tiny objects and often cannot accurately detect the target position. To address this issue, a method specifically for detecting small targets, NWD combined with WIoU detector, is proposed in this paper. NWD is embedded in the loss functions of label classification, non-maximum suppression, and anchor-based detectors, replacing some IoU mechanisms. By adjusting the different proportions of their combination, it balances the detection capabilities of large and small targets, achieving the most optimal model detection performance. A parameter called "rat" is set to control the proportion. The smaller the value, the greater the proportion occupied by NWD, making it more suitable for small target detection. It has strong adaptability to target sizes in different environments. The specific calculation method is as follows.

\[
\text{IoU} = \text{NWD} \times (1 - \text{rat}) + \text{WIoU} \times \text{rat}
\]

Therefore, this paper sets the ratio rat to 0.5 to achieve the best results. The detector schematic is shown in Figure 4.
4. Experimental Results and Analysis

In this article, experiments based on different attention mechanisms, comparative experiments of improved loss functions, ablation experiments, and experiments comparing with other algorithms were all conducted in the same environment settings. To verify the reliability of the proposed improved algorithm in this article, images were selected from the ones captured by cameras installed on high-voltage transmission lines and nearby power poles, depicting threats to transmission safety and other common foreign object targets on transmission lines, creating a dataset for external intrusion prevention, totaling 2500 images, with some samples shown in Figure 5. To prevent data imbalance caused by small samples, data augmentation operations were performed (first dividing the dataset, then separately augmenting the training set to avoid the impact of augmented data on test results in the test set), involving operations such as image cropping, synthesis, etc, to expand the image samples and ensure a roughly equal number of images for each category. The dataset was divided into training, testing, and validation sets in the proportion of, with all image data annotated using Labelling, totaling 4733 images across 7 categories.

![Figure 5. Transmission line foreign body invasion situation](image)

In the experiment, to evaluate the performance of the algorithm for preventing external damage to transmission line routes, accuracy rate P, recall rate R, average precision mAP for each class, and frames per second FPS for real-time detection of images are used in the calculation formula.

\[
P = \frac{TP}{TP + FP} \quad (2)
\]

\[
R = \frac{TP}{TP + FN} \quad (3)
\]

\[
AP = \int_{0}^{1} P dR \quad (4)
\]

\[
mAP = \frac{\sum_{i=1}^{N} AP_i}{N} \quad (5)
\]

4.1. Results and analysis

4.1.1. Analysis of ablation experimental results

To demonstrate the validity of the experiment and verify the effectiveness of the proposed three improvement strategies, we conducted ablation experiments separately. By controlling variables, we ensured the rigor of the experiment, and the results are shown in Table 1.

<table>
<thead>
<tr>
<th>DCN</th>
<th>ECA</th>
<th>NWD+WIOU</th>
<th>P/%</th>
<th>R/%</th>
<th>mAP/%</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>96.44</td>
<td>87.09</td>
<td>91.34</td>
<td>138.88</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>93.34</td>
<td>84.55</td>
<td>87.72</td>
<td>131.57</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>91.23</td>
<td>82.80</td>
<td>85.19</td>
<td>151.51</td>
</tr>
</tbody>
</table>

Based on the results of the ablation experiments in Table 2, it can be seen that using the original YOLOv5s model for testing experiments achieved a high FPS of 151.51, meeting the real-time monitoring requirements of power transmission lines. By adding deformable convolutional networks to extract features and introducing offset variables leading to an increase in network parameters, although this resulted in a decrease in FPS by 4.46, the model showed improvements in precision P, recall R, and mean average precision mAP by 2.59%, 2.83%, and 3.27%, respectively. Incorporating the ECA attention mechanism to consider global context information made the network structure more complex, resulting in a FPS drop of 6.59, but the model showed enhancements in P, R, mAP by 1.36%, 1.09%, 1.06%, respectively. Adopting an improved form of loss function by combining NWD with WIoU enhanced the detection capability of small targets, while also increasing network computational load, leading to a FPS decrease of 12.63. However, the model showed improvements in P, R, mAP by 2.11%, 1.75%, 2.53%, respectively. In summary, the three improvements in the algorithm each contributed to enhancing the model's performance, demonstrating the effectiveness of the enhancement strategies. Combining the three improvements is beneficial for enhancing the overall performance of the model. Compared to the original YOLOv5s model, the improved model in this study showed an overall increase of 5.21% in P, 4.71% in R, and 6.24% in mAP, with an achievable FPS of 131.57, fully meeting the real-time monitoring requirements of power transmission lines.

4.1.2. Comparative experiment of loss function

In the model training configuration, the learning rate is set to 0.01, weight decay rate is 0.0005, using the stochastic gradient descent optimizer, SGD=0.9, training for 200 epochs with a batch size of 32. Training was completed on the same YOLOv5s model with different loss functions, and the comparison loss curve is shown in Figure 6.

![Figure 6](image)
Figure 6. Comparison of different loss function curves

By observing the downward trend in Figure 7, it can be seen that the model training starts to converge around the 20th epoch. Different loss functions have varying convergence speeds, with the model already converged after 80 rounds of training, using the loss value at the 100th round as the evaluation criterion. When the NWD+WIoU mixed loss function replaces the bounding box loss function, the model's loss is smaller, and the network converges faster. From Table 3, it can be seen that when the model is trained using the mixed loss function, the loss value is only 0.01381, which is 0.00422 lower than the original YOLOv5s model using CIoU. Furthermore, by comparing with several other common loss functions, it has been proven that the improved mixed loss function enhances the detection model's performance.

Table 2. Comparison of different loss functions

<table>
<thead>
<tr>
<th>Loss function</th>
<th>Value</th>
<th>mAP/%</th>
</tr>
</thead>
<tbody>
<tr>
<td>NWD+WIoU</td>
<td>0.01381</td>
<td>87.69</td>
</tr>
<tr>
<td>DloU loss</td>
<td>0.01702</td>
<td>86.01</td>
</tr>
<tr>
<td>GIoU loss</td>
<td>0.01698</td>
<td>85.96</td>
</tr>
<tr>
<td>EloU loss</td>
<td>0.01557</td>
<td>86.17</td>
</tr>
<tr>
<td>CIoU loss</td>
<td>0.01803</td>
<td>85.35</td>
</tr>
</tbody>
</table>

4.1.3. Algorithm experimental comparison

To further validate the advantages of the improved algorithm, several commonly used object detection algorithms were trained and tested on the same dataset. Comparative experiments were conducted with the algorithm in this paper, and the experimental results are shown in Table 3.

Table 3. Comparison of different algorithm models

<table>
<thead>
<tr>
<th>Model</th>
<th>Param/M</th>
<th>mAP/%</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>YOLOv4-tiny</td>
<td>9.8</td>
<td>76.15</td>
<td>122.32</td>
</tr>
<tr>
<td>SSD</td>
<td>102.6</td>
<td>70.36</td>
<td>23.81</td>
</tr>
<tr>
<td>Faster R-CNN</td>
<td>108.8</td>
<td>87.34</td>
<td>18.86</td>
</tr>
<tr>
<td>YOLOv5s</td>
<td>13.7</td>
<td>85.19</td>
<td>151.51</td>
</tr>
<tr>
<td>YOLOv8s</td>
<td>21.85</td>
<td>89.86</td>
<td>131.57</td>
</tr>
<tr>
<td>Ours</td>
<td>14.5</td>
<td>91.43</td>
<td>131.57</td>
</tr>
</tbody>
</table>

From Table 3, it can be seen that the mAP of the improved algorithm reaches 91.43%, which is 15.28% higher than YOLOv4, 21.07% higher than SSD, 4.09% higher than Faster R-CNN, 6.24% higher than the original YOLOv5s model, and 1.81% higher than the YOLOv8s model, thereby confirming the effectiveness of this improved algorithm. The YOLOv4-tiny model has the smallest number of model parameters but performs poorly in detection. Faster R-CNN has high detection accuracy but a large number of parameters, leading to poor real-time performance. The improved YOLOv5s model is only slightly larger than the original YOLOv5s by 0.8M, but shows a significant improvement in accuracy. Compared to the latest YOLOv8s model, it maintains higher detection accuracy with lower parameter count. In terms of real-time detection performance, the FPS is only 19.96 lower than the original YOLOv5s and 31.79 lower than YOLOv8s, but it outperforms YOLOv4-tiny, SSD, and Faster R-CNN by 9.52, 107.76, and 112.71, respectively.

5. Conclusion

This text mainly addresses the shortcomings of the current online monitoring and protection system for power transmission lines, such as poor real-time performance and low precision in detecting small targets. It proposes an improved YOLOv5s algorithm to enhance the speed and accuracy of real-time monitoring of power transmission lines:

1) A new C3 feature extraction structure is proposed, replacing the fixed convolution method with a deformable convolution network and introducing an attention mechanism. This enhancement allows the improved C3 module to increase its random sampling capability, obtain more contextual information, and improve multi-scale feature extraction capability.

2) A detector NWD+WIoU that combines a mixed loss function is proposed, which accelerates the training loss reduction of the detection network, leading to higher accuracy. It can adapt to scenarios where both large and small targets are present simultaneously, enhancing the overall detection capability of the model.

3) Improvements are made to the original YOLOv5s model by adding a small number of model parameters, making the network structure more complex. However, the detection speed can still reach 131.57 frames per second, ensuring the real-time detection requirements. It effectively enhances the detection of small targets and addresses the challenge of detecting multi-scale targets invading power transmission lines.
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