Complicate Dynamics of a Discrete Predator-prey Model with Competition Between Predators
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Abstract: We consider a discrete predator-prey model with competition between predators in this paper. By simplifying the corresponding continuous predator-prey model, and using the semidiscretization method to obtain a new discrete model, we discuss the existence and local stability of nonnegative fixed points of the new discrete model. What’s more important, by using the bifurcation theory, we derive the sufficient conditions for the occurrences of Neimark-Sacker bifurcation and the stability of closed orbit bifurcated. Finally, the numerical simulation are presented, which not only illustrate the existence of Neimark-Sacker bifurcation but also reveal some new dynamic phenomena of this model.

Keywords: Discrete predator-prey system with competition, Semidiscretization method, Neimark-Sacker bifurcation.

1. Introduction

The dynamic relationship between predator and prey [1-4] is a kind of interaction between different species in the ecosystem. In population biology, Lotka Volterra (L-V) predator-prey model [5,6] is one of the most famous models, which was respectively proposed by A. Lotka in 1925 and V. Volterra in 1926. This model has become the standard basis for many subsequent models in many different fields. Since Lotka and Volterra’s pioneering work, the predator-prey model in the ecosystem has been an important research role from an ecological point of view.

In random and deterministic environments, mathematical modeling has an increasing impact on theoretical ecology. In the past few decades, a lot of empirical and theoretical work on predator-prey models has been carried out. Functional response plays an important role in system modeling. Functional response is a function of the number of prey consumed by each predator per unit time. This nutrient function determines the dynamics of the system, such as the stability and bifurcation, etc. The predator-prey models studied in the past half century are given many different functional responses. Enrichment paradox has also become one of the important topics in predator-prey model [7-9]. It is pointed out that enriching the predator-prey system by increasing the carrying capacity of a predator-prey system to prey will lead to the increase of predator equilibrium density, but not lead to the increase of prey equilibrium density, and will eventually destroy the positive balance. Intuitively, this increases the probability of random extinction of predator and prey species. The interspecific and intraspecific interactions in a L-V model can not reflect the real experimental phenomena or the specific characteristics of different groups. Therefore, the original L-V model has been developed and improved by combining more realistic and important biological factors and relationships.

The following improved Lotka Volterra predator-prey system is also called Wangersky-Cunningham model [10]

\[
\begin{align*}
\frac{du}{d\tau} &= \gamma u(1 - \frac{u}{k}) - muv, \\
\frac{dv}{d\tau} &= emuv - dv.
\end{align*}
\]

(1)

Most predator-prey models are developed on the basis of trophic function, which is a function of prey density. By introducing intraspecific competition in the predator population, the above model (1) is further modified and studied; for instance, Pielou [11] modified it and took the following form:

\[
\begin{align*}
\frac{du}{d\tau} &= \gamma u(1 - \frac{u}{k}) - muv, \\
\frac{dv}{d\tau} &= emuv - dv - hv^2,
\end{align*}
\]

(2)

where \(u(\tau)\) and \(v(\tau)\) stand for the prey and predator density, respectively, at time \(\tau\), and the parameters \(\gamma, k, m, e, d, h\) are positive constants, which respectively stand for prey intrinsic growth rate, carrying capacity of the environment to prey, consumption rate, conversion factor of biomass due to change of food level, predator death rate, predator interspecies competition degree.

In order to simplify the analysis of system (2), we use the scaling \(x = u/k\), 
\(y = mv/\gamma\) and \(t = \gamma \tau\) to nondimensionalize the system (2) to derive the following dimensionless system:

\[
\begin{align*}
\frac{dx}{dt} &= x(1 - x - y), \\
\frac{dy}{dt} &= y(-b + ax - ry),
\end{align*}
\]

(3)

where
\[
a = \frac{emk}{\gamma}, b = \frac{d}{\gamma}, r = \frac{h}{m}.
\]

We now use the semidiscretization method, which has been applied in many studies [12-15], to derive the discrete model of system (3). For this, suppose that \( t \) denotes the greatest integer not exceeding \( t \). Consider the following semidiscretization version of system (3).

\[
\begin{align*}
\frac{1}{x(t)} \frac{dx(t)}{dt} &= 1 - x([t]) - y([t]), \\
\frac{1}{y(t)} \frac{dy(t)}{dt} &= -b + ax([t]) - ry([t])
\end{align*}
\]

It is easy to see that the system (4) has piecewise constant arguments, and that a solution \((x(t),y(t))\) of the system (4) for \( t \in [0, +\infty) \) possesses the following natures:
1. on the interval \([0, +\infty)\), \( x(t) \) and \( y(t) \) are continuous;
2. when \( t \in (0, +\infty) \) except for the points \( t \equiv \{0, 1, 2, 3, \cdots\} \), \( \frac{dx(t)}{dt} \) and \( \frac{dy(t)}{dt} \) exist everywhere.

The following system can be obtained by integrating (4) over the interval \([n, t]\) for any \( t \in [n, n+1) \) and \( n = 0, 1, 2, \cdots \)

\[
\begin{align*}
x(t) &= x_n e^{b-s-x-y} (t-n), \\
y(t) &= y_n e^{b+s-x-y} (t-n),
\end{align*}
\]

where \( x_n = x(n) \) and \( y_n = y(n) \). Letting \( t \rightarrow (n+1)^- \) in (5) produces

\[
\begin{align*}
x_{n+1} &= x_n e^{b-s-x-y} , \\
y_{n+1} &= y_n e^{b+s-x-y},
\end{align*}
\]

where \( a, b, r > 0 \). We mainly study the properties of system (1.6) in the sequel.

Before we analyze the fixed points of the system (6), we recall the following lemma (see [13, pp1628], [16, pp422]).

**Lemma 1.1.** Let \( F(\lambda) = \lambda^2 + PA + Q \), where \( P \) and \( Q \) are two real constants. Suppose \( \lambda_1 \) and \( \lambda_2 \) are two roots of \( F(\lambda) = 0 \). Then the following statements hold.

1. If \( F(1) > 0 \), then
   - \( |\lambda_1| < 1 \) and \( |\lambda_2| < 1 \) if and only if \( F(-1) > 0 \) and \( Q < 1 \);
   - \( \lambda_1 = -1 \) and \( \lambda_2 = -1 \) if and only if \( F(-1) = 0 \) and \( P \neq 2 \);
   - \( |\lambda_1| < 1 \) and \( |\lambda_2| > 1 \) if and only if \( F(-1) < 0 \);
   - \( |\lambda_1| > 1 \) and \( |\lambda_2| > 1 \) if and only if \( F(-1) > 0 \) and \( Q > 1 \); \( \lambda_1 \) and \( \lambda_2 \) are a pair of conjugate complex roots with \( |\lambda_1| = |\lambda_2| = 1 \) if and only if \(-2 < P < 2 \) and \( Q = 1 \);
   - \( \lambda_1 = \lambda_2 = -1 \) if and only if \( F(1) = 0 \) and \( P = 2 \).

2. If \( F(1) = 0 \), namely, 1 is one root of \( F(\lambda) = 0 \), then the other root \( \lambda \) satisfies \( |\lambda| = (\cdot, 1) \) if and only if \( |Q| = (\cdot, 1) \).

3. If \( F(1) = 0 \), then \( F(\lambda) = 0 \) has one root lying in \((1, \infty)\).

Moreover, \( (iii.1) \) the other root \( \lambda \) satisfies \( \lambda < (\cdot, -1) \) if and only if \( F(-1) < (\cdot, 0) \); \( (iii.2) \) the other root \(-1 < \lambda < 1 \) if and only if \( F(-1) > 0 \).

\section{Existence and Stability of Fixed Points}

In this section, we first consider the existence of fixed points and then analyze the local stability of each fixed point of the system (6).

The fixed points of the system (6) satisfy

\[
\begin{align*}
x &= xe^{1-x-y} , \\
y &= ye^{b+ax-ry}
\end{align*}
\]

Considering the biological meanings of the system (6), one only takes into account its nonnegative fixed points. Thereout, one notices that the system (6) has and only has three nonnegative fixed points \( E_0 = (0,0), E_1 = (1,0) \) and \( E_2 = \left(\frac{b+r}{a+r}, \frac{a-b}{a+r} \right) \) for \( a-b \geq 0 \).

The Jacobian matrix of the system (6) at any fixed point \( E(x,y) \) takes the following form

\[
J(E) = \left( \begin{array}{cc} 1-x-e^{-y} & -xe^{-y-x} \\
ay e^{-b+ax-ry} & (1-ry)e^{-b+ax-ry} \end{array} \right)
\]

The characteristic polynomial of Jacobian matrix \( f(E) \) reads \( \lambda^2 - p\lambda + q \), where

\[
p = Tr(J(E)) = (1-x)e^{-y} + (1-ry)e^{-b+ax-ry}
\]

\[
q = Det(J(E)) = [1-x-ry + (a+r)xy]e^{-b+(a-1)x+(-r+y)}
\]

For the stability of fixed points \( E_0, E_1 \) and \( E_2 \), we can easily get the following Theorems 2.1-2.3 respectively.

**Theorem 2.1.** The fixed point \( E_0 = (0,0) \) of the system (6) is a saddle.

**Proof.** The Jacobian matrix \( J(E_0) \) of the system (6) at the fixed point \( E_0 = (0,0) \) is given by

\[
J(E_0) = \left( \begin{array}{cc} e & 0 \\
0 & e^{-b} \end{array} \right)
\]

Obviously, \( |\lambda_1| = e > 1 \) and \( |\lambda_2| = e^{-b} < 1 \), so \( E_0 = (0,0) \) is a saddle.

**Theorem 2.2.** The following statements about the fixed point \( E_1 = (1,0) \) of the system (6) are true.

- If \( b < a \), then \( E_1 \) is a saddle.
- If \( b = a \), then \( E_1 \) is non-hyperbolic.
- If \( b > a \), then \( E_1 \) is a stable node.

**Proof.** The Jacobian matrix of the system (1.6) at \( E_1 = (1,0) \) is

\[
J(E_1) = \left( \begin{array}{cc} 0 & 1 \\
0 & e^{a-b} \end{array} \right)
\]

Obviously, \( \lambda_1 = 0 \) and \( \lambda_2 = e^{a-b} \).

Note \( |\lambda_1| < 1 \) is always true. If \( b < a \), then \( |\lambda_2| > 1 \), so \( E_1 \) is a saddle; if \( b = a \), then \( |\lambda_2| = 1 \), therefore \( E_1 \) is non-hyperbolic; if \( b > a \), implying \( |\lambda_2| < 1 \), then \( E_1 \) is a stable node, namely, a sink. The proof is complete.

**Theorem 2.3.** When \( a-b > 0 \), \( E_2 = \left(\frac{b+r}{a+r}, \frac{a-b}{a+r} \right) \) is a positive fixed point of the system (1.6) Let

\[
r_0 = \frac{2a + (2+b)(a-b)}{a-b-2} \quad \text{for} \quad a-b > 2 \quad \text{and} \quad r_1 = (b-a-b-1), \quad \text{then} \quad \text{the following table statements are true about the positive fixed point} \ E_2.
\]
### 3. Bifurcation Analysis

In this section, we are in a position to use the bifurcation theorem to analyze the local bifurcation problems of the fixed points $E_2$. For related work, refer to [17-21].

#### 3.1. For fixed point $E_2 = \left(\frac{b+r}{a+r}, \frac{a-b}{a+r} \right)$

When $r = r_1 = b(a - b - 1)$, Theorem 2.4 with Lemma 1.1 (i.5) shows that $F(1) > 0$, $F(-1) > 0$, $-2 < p < 2$ and $q = 1$, so $\lambda_1$ and $\lambda_2$ are a pair of conjugate complex roots with $|\lambda_1| = |\lambda_2| = 1$. At this time we derive that the system (6) at the fixed point $E_2$ can undergo a Neimark-Sacker bifurcation in the space of parameters $(a,b,r) \in S_{E_2} \equiv \{(a,b,r) \in R^3 | 1 < a - b \leq 2 , r > 0 \}$.

In order to show the process clearly, we carry out the following steps.

**The first step.** Take the changes of variables $u_n = x_n - x_0, v_n = y_n - y_0$, which transform fixed point $E_2 = (x_0,y_0)$ to the origin $O(0,0)$, and the system (1.6) into

\[
\begin{align*}
    u_{n+1} &= (u_n + x_0)e^{b/a(u_n + x_0 + r(u_n + y_0) - y_0)} - x_0, \\
    v_{n+1} &= (v_n + y_0)e^{-b/a(u_n + x_0 + r(u_n + y_0) - y_0)} - y_0.
\end{align*}
\]

**The second step.** Give a small perturbation $r^*$ of the parameter $r$, i.e., $r^* = r - r_1$, then the perturbation of the system (3.1) can be regarded as follows

\[
\begin{align*}
    u_{n+1} &= (u_n + x_0)e^{b/a(u_n + x_0 + r^*(u_n + y_n) - y_n)} - x_0, \\
    v_{n+1} &= (v_n + y_0)e^{-b/a(u_n + x_0 + r^*(u_n + y_n) - y_n)} - y_0.
\end{align*}
\]

The corresponding characteristic equation of the linearized equation of the system (7) at the equilibrium point $(0,0)$ can be expressed as

\[
F(\lambda) = \lambda^2 - p(r^*)\lambda + q(r^*) = 0,
\]

where

\[
p(r^*) = 1 + \frac{(a-b)(1-r^*-r_1)}{a + r^* + r_1},
\]

and

\[
q(r^*) = \frac{(a-b)(1+b)}{a + r^* + r_1}.
\]

It is easy to derive $p^2(r^*) - 4q(r^*) < 0$ when $r^* = 0$, then the two roots of

\[
F(\lambda) = 0
\]

are as follows

\[
\lambda_{1,2}(r^*) = p(r^*) \pm \sqrt{p^2(r^*) - 4q(r^*)} = p(r^*) \pm \frac{\sqrt{4q(r^*) - p^2(r^*)}}{2},
\]

moreover

\[
|\lambda_{1,2}(r^*)|_{r^* = 0} = \sqrt{q(r^*)}_{r^* = 0} = \sqrt{\frac{(a-b)(1+b)}{a + r_1}} = 1
\]

which implies

\[
\frac{d|\lambda_{1,2}(r^*)|}{dr^*} \bigg|_{r^* = 0} = \frac{1}{2(a-b)(1+b)} < 0
\]

The occurrence of Neimark-Sacker bifurcation requires the following conditions to be satisfied

\[
(H.1) \quad \left(\frac{d|\lambda_{1,2}(r^*)|}{dr^*} \right)_{r^* = 0} \neq 0;
\]

\[
(H.2) \quad \lambda_{1,2}^{m}(0) \neq 1, i = 1, 2, 3, 4.
\]

Since

\[
p(r^*) \bigg|_{r^* = 0} = 1 + \frac{1 - b(a-b-1)}{1+b}
\]

and

\[
q(r^*) \bigg|_{r^* = 0} = 1, \quad \text{we have}
\]

\[
\lambda_{1,2}^{m}(0) = \frac{2 - b(a-b - 2) \pm i\sqrt{4ab - b^2(a-b-2)^2}}{2(1+b)},
\]

then it is easy to derive $\lambda_{1,2}^{m}(0) \neq 1$ for all $m = 1, 2, 3, 4$.

According to [22, pp517-522], they satisfy all of the conditions for Neimark-Sacker bifurcation to occur.
4. Numerical Simulation

In this section, we use the bifurcation diagrams and Lyapunov exponents of the system (6) to illustrate our theoretical results and further reveal some new dynamical behaviors to occur as the parameters vary by Matlab software. Fix the parameter values $a = 1.5, b = 0.2$, let $r \in (0,0.3)$, Figure 1(a) shows the bifurcation diagram of $(r,x)$-plane, from which the fixed point $E_2$ is unstable when $r < r_1 = 0.06$ while stable when $b > b_0$. Hence, the Neimark-Sacker bifurcation occurs at the fixed point $E_2 = (0.167, 0.833)$ when $r = r_1$, whose multipliers are $\lambda_{1,2} = 0.892 \pm 0.453i$ with $|\lambda_{1,2}| = 1$. The corresponding maximum Lyapunov exponent diagram of the system (1.6) is plotted in Figure 1(b).

5. Discussion and Conclusion

In this paper, we discuss the dynamical behaviors of a predator-prey model (1.6) with competition between predators. Under the given parametric conditions, we completely show the existence and stability of three nonnegative equilibria

\[ E_0 = (0,0), E_1 = (1,0) \text{ and } E_2 = \left( \frac{b+r-a-b}{a+r}, \frac{a-b}{a+r} \right). \]

Hence, the Neimark-Sacker bifurcation to occur. Meanwhile, it is clear that the positive equilibrium $E_2 = (x_0, y_0)$ is asymptotically stable when $r > r_1 = b(a-b-1)$ and unstable when $r < r_1$ under the condition $1 < a - b \leq 2$. Hence, the system (1.6) undergoes a bifurcation which has been shown to be a Neimark-Sacker bifurcation when the parameter $r$ goes through the critical value $r_1$. Finally, numerical simulations confirm the theoretical analysis results of the system (1.6).
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