Research on Mining Talent Demand for E-commerce Majors based on LDA Topic Model
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Abstract: [Purpose] Based on the text mining method, this study analyzes the job demand for domestic e-commerce industry positions in the Internet-oriented recruitment data, promotes the matching of e-commerce positions and talents, and promotes the good construction of the employment environment in the domestic e-commerce industry. [Method] Use the LDA Latent dirichlet allocation topic model for job competency requirements to calculate the similarity of the word segmentation results for professional talent requirements, determine the optimal number of topics, and output the visualization results of the LDA topic model. [Conclusion] In eastern China, there is a high demand for e-commerce jobs, and the majority of these positions only call for 1-3 years of experience. The basic requirement for the majority of jobs is a college degree. The Director of Operations and Director of Network Operations focus on e-commerce operations and management, the Network Promotion Specialist focuses on e-commerce advertising and product promotion, the Data Analyst and Market Analyst focus on data analysis and market research, and the Sales Representative focuses on sales. There is a correlation between the salary of the positions and education, experience and region; the higher the education, the more experience and the higher the level of regional development, the higher the salary level. 
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1. Introduction

The employment issue has always been one of the most concerning issues for the country and the people. With the popularity of big data, the massive data on the Internet lacks sufficient talent to turn it into a driving force for economic growth, resulting in a surge in demand for talents in all industries. Network recruitment has gradually replaced traditional recruitment methods due to its advantages of convenient and fast recruitment information release, wide information dissemination, low cost, and rapid information update, and has become the mainstream way for job seekers to obtain job information. However, online recruitment also has its problems, such as difficulty for job seekers to accurately search for job information that meets their core competitive advantages, ideal salary, or work, low authenticity of recruitment information, poor information confidentiality, and imperfect service systems of recruitment websites. However, online recruitment also has some problems, such as job seekers’ difficulty in accurately searching for job information that suits their core competitive advantages, ideal salary or job requirements, low authenticity of recruitment information, poor information confidentiality, and imperfect service systems of recruitment websites[1].

In recent years, text classification algorithms have become one of the key technologies for processing massive data [3]. In response to the above problems, this article obtains the demand for job talents through text mining, which helps to promote the development of the e-commerce employment environment [4]. This article conducts descriptive statistical analysis on the information of recruitment positions and draws visual graphics, and then conducts data visualization analysis on the relationship between various characteristics and salaries from the urban distribution of required positions, experience and education requirements, etc. It also conducts word cloud visualization operations on processed text information to compare the differences in ability requirements between various industries. An LDA topic model for job competency requirements was established based on TF-IDF, and the similarity of the word segmentation results for professional talent requirements was calculated. Finally, determine the optimal number of topics and output the visualization results of the LDA topic model.

2. Relative Work

Text mining was first proposed by Mete et al.[5] during the research of knowledge discovery in text data (KDT). Xu et al.[6] conducted text mining on product reviews on e-commerce websites, categorizing text information into negative and positive, and calculating trust values using D-S evidence theory to help consumers choose better products. Cavique et al.[7] conducted text mining with three main themes: host services, physical factors, and location. Specia et al.[8] conducted text mining on circular economy information incorporated a dependency pattern and introduced TRIZ to classify the information during information analysis. Orea-Giner et al.[9] conducted text mining on TripAdvisor's review data and made the results better by quantifying the relationship between data and considering the emotional connection between robots and guests. Manikandan et al.[10] conducted text mining on the treatment of bipolar disorder and repositioned the drug ketamine by combining gene expression data, providing a new approach for treating bipolar disorder. Waghmare et al.[11] conducted text mining on articles from library and information journals over the past decade and combined word
cloud analysis to conduct a comparative analysis of the themes of different journals.

In recent years, more and more scholars have made improvements and innovations in algorithms or research ideas on the basis of previous text mining and analysis. Shuang Li et al. [12] creatively proposed an effective method combining text mining, association rule mining and Bayesian network to deeply mine and use the massive coal mine safety accident case text data, so as to achieve effective identification of coal mine safety risk factors and explore the mechanism of interaction between risk factors and their importance. Hui Xu et al. [13] used deep learning to automatically classify and predict the cause of accidents by the textual features and text mining methods that quickly extract the cause information to optimize accident record analysis. Aqsa Rehman et al. [14] adopts VADER to analyze the subjectivity and polarity score of tweets, a topic model was also created using the LDA algorithm to determine the themes that were talked about on Twitter the most. The models have been constructed and evaluated using Word2Vec to capture the semantic relationships between words and the textual features and text mining methods that quickly extract the cause information to optimize accident record analysis.

Therefore, we need to remove the data in these fields and delete some serial and misplaced data to complete the cleaning process of useless data.

3.1. Data Collection and Cleaning

This article selects the recruitment data of the e-commerce industry on mainstream domestic recruitment websites as the research data and cleans the data after crawling. Data cleaning refers to the removal, filling, and conversion of data to eliminate useless, missing, and erroneous data, thereby improving the quality and accuracy of the data. The data cleaning in this article mainly includes the following steps:

1. **Removing useless data**: The dataset used in this article contains some irrelevant fields that are not useful for analysis, such as search keywords, publishing time, and hyperlinks. Therefore, we need to remove the data in these fields and delete some serial and misplaced data to complete the cleaning process of useless data.

2. **Repetitive value processing**: When companies recruit relevant talents, they may use multiple recruitment websites to post similar recruitment information, resulting in a large amount of repetitive data in the recruitment data. To improve the accuracy and reliability of the data, it is necessary to eliminate or merge these duplicate data. It can ensure the uniqueness and consistency of data.

3. **Missing value processing**: There are some empty values in some fields in the dataset, such as company nature and company industry. The absence of such data is due to the failure to capture them during the collection process, so these data are directly deleted. However, there are a large number of blank values in some fields, such as job category and number of recruits. The absence of these fields is due to the fact that they are not required fields on recruitment websites, and companies do not fill them in when posting job listings. Therefore, for these missing values, this article has adopted a new category named "unlimited" to avoid deleting too much useful data and affecting subsequent analysis and modeling results.

3.2. Data Normalization

When an enterprise publishes job information on its website, the lack of a unified data entry standard may lead to inconsistencies in the format and units of the collected data. For example, the position salary field may appear in different forms such as "10,000/month", "yuan/month", "10,000/year", "1,000/month", and "yuan/day". To facilitate subsequent data processing and analysis, we need to unify them into the same format unit.

3.3. Chinese Word Segmentation

This article uses the precise mode of the jieba library for Chinese word segmentation operations for the ability requirements and job content fields in recruitment information. However, due to the large number of e-commerce-related vocabulary in the competency requirements description, For example, "website operation specialist" "SEO engineer" etc. The word segmentation of the Jieba library will cut these words into "website" "operation" "specialist" and "SEO" "engineer", which will destroy the original meaning of the words and affect the subsequent analysis results. Therefore, in order to reduce the impact of this phenomenon on subsequent analysis, this article adds a custom dictionary of relevant professional terms during word segmentation, which greatly improves the accuracy of the word segmentation results.

3.4. Remove Stop Words

Text after-word segmentation usually contains multiple phrases or words, but some word segmentation results do not need to be considered. They have no relevance to the text content and have no practical significance, such as the commonly used connecting words "de" "zai" and "shi". In order to reduce the dimensionality of text analysis and reduce the impact on keyword frequency, it is necessary to eliminate these words after Chinese word segmentation, which is why we need to remove stopwords. Removing stop words can improve the efficiency of text analysis, reduce the difficulty and time cost of analysis, and make the analysis results more accurate.

This article combines well-known Chinese stopword lists such as Baidu, Harbin Institute of Technology, and Sichuan University's Machine Intelligence Laboratory to complete the processing of stopwords. In addition, this article also defines.
According to the color scale, the color on the left represents the number of people, blue indicates low demand, red indicates high demand, and no color indicates no demand. By observing the distribution of urban demand for four types of jobs, it can be found that cities with large job demands are mainly distributed in the eastern region of China. The demand for jobs in the central region is lower than that in the eastern region, but the demand is still relatively large. By observing the distribution of urban demand for four types of jobs, it can be found that cities with large job demands are mainly distributed in the eastern region of China. The demand for jobs in the central region is lower than that in the eastern region, but the demand is still relatively large. This also means that for job seekers without high academic qualifications, online promotion specialists and sales representatives are suitable options. Of course, we need to be clear that although academic qualifications have a significant impact on job seekers' employment and career development, they are not the only determining factor. Therefore, job seekers need to continuously improve their comprehensive quality based on a solid grasp of professional knowledge to cope with the ever-changing workplace challenges.
Figure 3. Funnel diagram of job experience requirements for e-commerce positions

Figure 4. Bar chart of e-commerce job salary and educational requirements

Figure 5. Bar chart of salary and work experience requirements for e-commerce positions

In addition, this article also compares and analyzes the salary and work experience requirements of these four types of positions. As shown in Figure 5, the salary peaks of these four types of positions are all located in the demand for positions with "more than 10 years of experience". The salary from "3-5 years of experience" to "more than 10 years of experience" is in a steady rise stage, indicating that as the working age increases, the salary will also increase. However, the salary situation of "no experience required" and "1-3 years of experience" is quite unique. We speculate that this is due to the large number of job openings in the e-commerce industry, and the fact that the salary composition of the e-commerce industry is mostly composed of performance commissions, so many companies are using higher salary gimmicks to attract job seekers. The lower salary for the "1-3 years of experience" requirement should be the actual salary, excluding commission, which leads to this phenomenon.

3.5.5. Distribution of Job Competency Requirements

Through data preprocessing on the field of work ability requirements, text data is cleaned and segmented. The original text data contains a large number of words that are not relevant to the job requirements topic. Here is an example to illustrate.

We only keep the Chinese characters and English characters. Next, we perform word segmentation on the cleaned text and then filter out the stop words.

Based on the analysis of keywords and competency requirements for different positions, it can be seen that the main keywords for the positions of Operations Director and Network Operations Director or Manager are operations, responsibility, management, team, etc., and the main competency requirements are operational capabilities. This is because these two positions are responsible for the operation and management of the entire e-commerce platform, including product launch, promotion, marketing, and operational data analysis. Therefore, job seekers for these two positions need to have strong operational and management skills, as well as good teamwork skills.

The main competency requirements for network promotion specialists and sales representatives are promotion and sales. This is because both positions are responsible for promoting and selling e-commerce platforms, including developing
promotion strategies, executing promotion plans, and communicating with customers. Therefore, job seekers in these two positions, need to have strong promotion and sales skills, as well as good communication and customer service skills.

4. LDA Topic Model

LDA (Latent dirichlet allocation) [20] topic model is a commonly used text analysis method that can be used for topic analysis and topic mining on large-scale text data. This model is based on the idea of probabilistic graphical models, in which each document is viewed as a mixture of multiple topics, each of which is composed of multiple words. In this model, both topics and words are hidden variables, which are inferred and learned through observed text data.

LDA has a three-layer generative Bayesian network structure, which includes the probability distribution relationships between words, documents, and the overall document. The structure is a document layer, topic layer, and feature word layer, as shown in Figure 6. Schematic diagram of the topology structure of hidden topics in LDA model. Its basic method includes two steps: topic inference and parameter learning. Topic inference refers to inferring the topic distribution of each document and the distribution of each word in each topic based on given text data. Parameter learning refers to learning the parameter values of topic distribution and word distribution by maximizing the likelihood function, thereby obtaining the optimal topic model.

\[
P(w|d) = \sum_{t} P(w|t)P(t|d)
\]

In fact, we can use current \( \theta_d \) and \( \varphi_t \) to calculate \( d \) the probability of the word appearing in the document. Where, \( P(t|d) \) is calculated by \( \theta_d \) and \( P(\omega|t) \) is calculated by \( \varphi_t \), Intuitively, the formula uses Topic as the intermediate layer and utilizes current \( \theta_d \) and \( \varphi_t \) to calculate \( d \) the probability of the word appearing in the document. Where, \( P(w|d) \) is calculated by \( \theta_d \) and \( P(\omega|t) \) is calculated by \( \varphi_t \), In fact, we can use current \( \theta_d \) and \( \varphi_t \) to calculate the corresponding \( P(w|d) \) to any topic for a word in a document, and then update the topic corresponding to the word based on these results. If the update changes the topic corresponding to the vocabulary, it will in turn affect \( \theta_d \) and \( \varphi_t \). Since the topic distribution of text is a simple mapping of the text vector space, it is only necessary to vectorize the LDA model text, then compare their similarity, calculate and output similar text results and similarity.

5. Job Demand Analysis based on LDA Model

5.1. Establishment of LDA Topic Model

When using the LDA topic model for text analysis, first import the Chinese word segmentation result document that has completed the data preprocessing process, and combine all the words in the preprocessed text data into a document search term matrix, which is to construct a dictionary.

To improve the accuracy and reliability of topic extraction, this article adopts the use of the TF-IDF algorithm to calculate the weight of each word. TF-IDF algorithm can calculate the weight of each word according to its frequency of appearance in the document and the document frequency in the entire corpus, thereby highlighting the importance of keywords in the text. By combining the TF-IDF algorithm to build corpus, we can reduce the impact of stop words and reduce their influence on topic extraction, while also reducing the influence of ignored or low-weighted words on topic extraction, improving the performance and stability of the topic model.

To implement the TF-IDF algorithm, we use the models. TfidfModel method in the gensim library to create TF-IDF documents and convert them into a document collection. Then, you can use the gensim. models. Idam model. Ldamodel method in the gensim library to create an LDA object. When creating a LDA object, it is necessary to determine the number of topics (num_topics). This parameter can be determined using confusion and consistency scores, thereby improving the accuracy and reliability of the topic model.

Finally, we use the LDA topic model to extract topics from text data, and visualize the results using visualization tools such as pyLDAvis. Through the construction and optimization of LDA topic models, we can better mine the topic information in text data, providing a more reliable foundation for subsequent text analysis and decision-making.
5.2. Determination of the Optimal Number of Topics

Perplexity and coherence are commonly used data metrics for evaluating LDA topic models. Among them, confusion is an indicator used to evaluate language models, representing the model's ability to predict new data. The lower the confusion, the better the model's fit to the sample data. As the number of topics increases, the level of confusion tends to decrease first and then increase.

This experiment combines the interpretability of topics, application scenarios, and other influencing factors to select the optimal values for two metrics and perform model training and evaluation to output the optimal topic model. The specific process is as follows: Define a function to calculate confusion and consistency, set the number of topics from 1 to 9, construct LDA topic models for each number of topics, and output a line chart of the relevant scores. See Table 1.

<table>
<thead>
<tr>
<th>job</th>
<th>Number of topics</th>
<th>perplexity</th>
<th>consistency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Director of Operations</td>
<td>1</td>
<td>-13.5935</td>
<td>0.5169</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-13.8038</td>
<td>0.4821</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-13.9172</td>
<td>0.5852</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-14.1254</td>
<td>0.5822</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>-14.1930</td>
<td>0.6400</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>-14.1920</td>
<td>0.5132</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>-14.2657</td>
<td>0.5779</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>-14.3304</td>
<td>0.6310</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>-14.4075</td>
<td>0.6765</td>
</tr>
<tr>
<td>Network Promotion Commissioner</td>
<td>1</td>
<td>-11.6362</td>
<td>0.5776</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-11.8874</td>
<td>0.6505</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-11.9915</td>
<td>0.7187</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-12.0413</td>
<td>0.5811</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>-12.1857</td>
<td>0.6694</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>-12.2288</td>
<td>0.5687</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>-12.5271</td>
<td>0.5162</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>-12.4436</td>
<td>0.5955</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>-12.3595</td>
<td>0.6115</td>
</tr>
</tbody>
</table>

Taking the "Chief Operating Officer" as an example, when N=6, the degree of subject confusion increases, and the model may have overfitting. Therefore, this article selects N=5 and N=9, which are the lowest points of confusion and highest consistency before and after the increase in confusion, respectively.

Subfigure (a) to (b) in Figure 8 present the visualization effects of LDA topic models with N=5 and N=9, respectively. Although the confusion score for the "Chief Operating Officer" position is the lowest and the consistency score is the highest when the number of topics is N=9, there is overlap between topics 1, 2, 3, and 5, indicating that the topic division at N=9 is not effective. Although there is also overlap between themes 1 and 2 when N=5, the division effect is still better when N=5 compared to N=9. Therefore, it can be preliminarily determined that the model overfits when N=6, resulting in poor performance of the topic model. Therefore, choosing N=5 as the optimal number of topics for text mining of competency requirements for the "Chief Operating Officer" position.

Similarly, a comparative analysis of the other three types of positions was conducted to determine the optimal number of topics for these four types of positions, which were: operations director (N=5), network operations director/manager (N=6), network promotion specialist (N=3), and sales representative (N=7).

5.3. Visualization Analysis of LDA Topic Model

In the visualization diagram of the LDA model, the circles on the left represent topics, with larger circles indicating a higher frequency of occurrence of the word. The distance between circles indicates the similarity between topics. On the right are the words corresponding to the topics, with longer bars indicating a higher frequency of occurrence of the word. The red portion represents the distribution of terms for the selected topic. To measure the influence of words on topics, we use the parameter λ. When λ approaches 0, the words that appear more frequently under the topic have a stronger correlation with the topic; On the contrary, when λ approaches 1, the words under the topic have a stronger correlation with the topic. The role of this parameter is to help us determine the correlation between topics and words, thereby better understanding and analyzing the visualization results of the LDA model.

Next, we will conduct a textual topic visualization analysis of the recruitment capability requirements for four types of positions. We used the jieba Chinese word segmentation...
method and, on this basis, manually removed words that were unrelated to the topic or of little significance to obtain the visualization results of the LDA topic model.

**Figure 8. Visualization of LDA topic model**

**Table 2. Distribution of keywords of e-commerce job recruitment ability**

<table>
<thead>
<tr>
<th>job</th>
<th>thematic</th>
<th>byword</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Director of Operations</strong></td>
<td>scheduled service</td>
<td>subscribers</td>
</tr>
<tr>
<td>1</td>
<td>customers</td>
<td>Sales, Stores, Benefits, Taobao, Customer Service, Maintenance, Consulting</td>
</tr>
<tr>
<td>2</td>
<td>device</td>
<td>Sites, Make, Copywriting, Creative, Page, Media, Graphic Design, Editorial, Set</td>
</tr>
<tr>
<td>3</td>
<td>sales</td>
<td>Foreign Trade, English, Clients, Paid, Commission, National, Amazon, Training, Welfare</td>
</tr>
<tr>
<td><strong>Network Operations Director/Manager</strong></td>
<td>scheduled service</td>
<td>Website, Users, Promotions, products, Planning, Events, Marketing, Analytics, Strategy</td>
</tr>
<tr>
<td>1</td>
<td>sales</td>
<td>Foreign Trade, English, Clients, Paid, Commission, National, Amazon, Training, Welfare</td>
</tr>
<tr>
<td><strong>Network Promotion Commissioner</strong></td>
<td>node</td>
<td>Operation, Promotions, Media, Planning, Microblogging, Marketing, Internet, Produkte, Events</td>
</tr>
<tr>
<td>1</td>
<td>sales</td>
<td>Clients, Training, Achievements, Telephony, Affinity, Challenges, Engages, Programs, Markets</td>
</tr>
<tr>
<td>2</td>
<td>offers</td>
<td>Promotion, Planning, Sales, Related, analyse, Marketing, Brokerage, Responsibility, Clients</td>
</tr>
<tr>
<td>3</td>
<td>storefront</td>
<td>Manager, Elite, Business, Director, Leasing, Senior, E-commerce, Reserve, Training</td>
</tr>
</tbody>
</table>

For the first three topics of each position, we selected 10 keywords for examples, as shown in Table 2. Taking the "Director of Operations" position as an example, selecting N=5 to establish an LDA topic model will generate five topic words, each of which will be composed of several weighted words. When the number of topics N=5, the generated topic weight distribution is shown in Table 3. By looking at the distribution of subject term composition, one can have a preliminary understanding of each type of subject term. These subject terms are representative and can reflect the meaning of the topic and the distribution of vocabulary. Topic analysis can be conducted through these different weighted words.
6. Summary and Outlook

This article mainly analyzes the demand for e-commerce positions, educational requirements, work experience requirements, and salary conditions. The results showed that there was a large demand for e-commerce jobs in the eastern region, while cities in the central region such as Sichuan, Shaanxi, Hubei, and Henan also had a large demand for e-commerce jobs. In terms of educational requirements, a college degree is the basic required educational background, while the number of bachelor's degrees and other qualifications is not limited. In terms of work experience, experienced job seekers are more likely to be favored by employers. In terms of salary, this article found that the salary of e-commerce positions depends on the level of education. In addition, the peak salaries for all four job categories are all located in the demand for jobs with "more than 10 years of experience", and the salary will continue to increase as the working age increases. Therefore, job seekers should choose a position and development direction that suits them based on their own situation, and improve their competitiveness by constantly enhancing their sales, operations, promotion, and other abilities.

In the future, we can further explore the demand for professional talents in different types of e-commerce enterprises within the industry and provide more effective support for e-commerce industry recruitment by combining them with actual situations to put forward corresponding suggestions. For example, we can analyze different types of e-commerce enterprises (such as B2B, B2C) to understand their similarities and differences in professional talent demand. At the same time, we can also compare the professional talent demand in this industry with the actual supply situation to explore the reasons for the contradiction between supply and demand and structural imbalances, and put forward corresponding policy recommendations to provide more powerful support for the development of the e-commerce industry.
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