Low-light image enhancement with contrast regularization
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Abstract: Because the processing of existing low-light images undergoes multiple sampling processing, there is serious information degradation, and only clear images are used as positive samples to guide network training, low-light image enhancement processing is still a challenging and unsettled problem. Therefore, a multi-scale contrast learning low-light image enhancement network is proposed. First, the image generates rich features through the input module, and then the features are imported into a multi-scale enhancement network with dense residual blocks, using positive and negative samples to guide the network training, and finally using the refinement module to enrich the image details. Experimental results on the dataset show that this method can reduce noise and artifacts in low-light images, and can improve contrast and brightness, demonstrating its advantages.
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1. Introduction

As an important medium for perceiving the world, the quality of images often determines the performance of algorithms, and the images taken under low-light conditions contain a lot of noise, which affects the information acquisition in the application process of high-level visual tasks, such as semantic segmentation and target recognition. There are many solutions for low-light image enhancement, which are divided into traditional methods and deep learning-based methods according to different algorithmic concepts.

1.1. Low-light enhancement based on traditional methods

Traditional approaches to low-light image enhancement are basically divided into two categories: methods based on distribution mapping [1] and methods based on model optimization. The distribution mapping method uses curve transformation, histogram equalization and other means to improve the pixel distribution of the image to improve the brightness and clarity of the image, but does not consider adjacent pixels, resulting in color distortion and abnormal details. The core of the model-based optimization method is to take the data derived from the physical imaging law as the basic component and further use the existing optimization technology to solve. For example, Retinex theory [2,3] based on color sensitivity consistency, set the original image S is the product of light image L and reflected image R, and then decompose R to eliminate the effect of light unevenness and improve image quality. However, this method does not consider the saturation component and the luminance component, and there is still a problem of blurred detail in low-light images.

1.2. Low-light enhancement based on deep learning

In order to overcome the drawbacks of the above traditional methods, and with the development of deep learning [4-6], the relationship between low-light input and enhanced output has become a mainstream low-light image enhancement method by heuristically designing network structures. Two-stage object detection algorithms represented by RCNN [7], Fast RCNN [8], Faster RCNN [9] and single-stage object detection algorithms represented by YOLO [10] and SSD [11] have emerged, but these methods focus on individual performance enhancements. Detail recovery and color correction for low-light images are still a huge challenge.

2. Proposed Method

2.1. The main network structures

The approach we propose is the network architecture shown in Figure 1, which is an end-to-end model. In order for the network to learn more features of multiple dimensions, a 3x3 convolutional layer is used to increase the number of feature dimensions. In order to enable information exchange between the different dimensions to communicate, we borrowed the idea of up sampling and down sampling in U-Net [12] and then used the FA block in FFA-Net [13] with efficient FA blocks as our base blocks. Unlike FFA-Net, in order to improve computational efficiency and reduce memory storage, we reduced the 57 FA blocks in FFA-Net to 6 FA blocks. Specifically, a 4x down sampling operation, such as a regular convolution in step 1 and two convolutional layers with two steps in 2, causes dense FA blocks to learn feature representations in low-resolution spaces, and then uses the corresponding 4x up sampling and a regular convolution to generate the recovered image.

In Figure 1, we represent the low-light image, the corresponding recovered image generated by the low-light enhancement network, and its sharp image as negatives, anchor points, and positives, respectively. Contrast regularization brings the resulting corresponding recovery diagram closer to the sharp image and away from the blurry image. And the anchor image can be constrained to a closed upper and lower bounds by contrast learning, which will help the low-light enhancement network to approach the positive image and away from the negative image faster. Finally, a refinement processing module, the GRDB module, is used to...
output the final low-light enhancement image through a convolutional $3 \times 3$.

The overall model of the end-to-end single-image low-light enhancement approach can be represented as follows:

$$\arg \min_w \| J - \phi(I, w) \| + \beta \rho(\phi(I, w))$$  

(1)

where $I$ is the low-light image, $J$ is the corresponding sharp image, and $\phi(\cdot, w)$ is the low-light enhancement network with the parameter $w$. $\| J - \phi(I, w) \|$ is a data fidelity term that typically uses losses based on the L1/L2 norm. $\rho(\cdot)$ is a regularization term that produces naturally smooth defogging images, where TV norm [14, 15] and DCP prior [14, 15] are widely used for regularization terms. $\beta$ is a penalty parameter used to balance the data fidelity and regularization terms.

$$L_{SSIM} = 1 - \sum_{m=1}^{M} \frac{2 \mu_x \mu_y + C_1}{\mu_x^2 + \mu_y^2 + C_1} \frac{2 \sigma_{xy} + C_2}{\sigma_x^2 + \sigma_y^2 + C_2}$$  

(2)

Smooth L1 loss can limit the gradient in two ways: the gradient value is not too large when the difference between the prediction frame and the ground truth is too large. The gradient value is small enough when the difference between the prediction frame and ground truth is small.

$$L_{smooth-L1} = \frac{1}{N} \sum_{n=1}^{N} \| x - y \|_1$$  

(3)

The total loss function of the network is:

$$L_{total} = L_{SSIM} + L_{smooth-L1}$$  

(4)

2.2. Loss function

In this paper, SSIM loss and Smooth L1 loss are used to effectively restore low-light images.

As SSIM refers to the overall visual effect, it measures the difference between the original and enhanced images for the purpose of improving their quality.

3. Experiments and Results Analysis

3.1. Experimental details

The experiment was conducted on Ubuntu 20.04.3 with a NVIDIA RTX 3090 24GB×2. Pytorch-gpu is used for the deep learning architecture, epochs are 150, and batch size is 8. The models are all optimized using the ADAM optimizer with an initial learning rate of 0.0005.

The LOL dataset is the training set for the experiment. A dataset containing 1000 low-light and normal exposure pairs with an image size of 400×400×3, and 985 pairs are used in training and 15 pairs for validation is included. It consists of the evaluation sets of LOL and SICE, as well as the data sets of Exdarker[16], DICM[17], VV[18], NPE[19], MEF[20] and LIME[6].

Comparison

The results of the reference LOL and SICE datasets are shown in Table 1. In both PSNR and SSIM metrics, this algorithm achieves the best results, and in LOE metrics, it holds the second place, indicating that this algorithm significantly enhances the quality of low-light images. Table 2 shows the results of NIQE metrics on 6 datasets. Despite not achieving the optimal results on all datasets, the algorithm in this paper has a high advantage on average and does achieve the optimal results on most datasets.

Figure 2 is a comparison chart of the enhancement effect on 4 datasets, and it can be seen that the image color saturation after the enhancement of this method is high, there is no obvious noise and artifacts, and it has a rich detail texture. MBLLEN and SDD methods have the phenomenon of poor brightness, low saturation and blur of the enhanced image. The image enhanced by the Retinex-Net method has obvious color distortion problems, resulting in blurring of some areas in the graph and amplifying the noise in the image; The EnlightenGAN method has a good effect of enhancement.

In summary, our model has achieved excellent performance in the comprehensive performance of multi-objective enhancement tasks on the test data set, which can adaptively increase the global brightness and avoid overexposure; Can correct the color distortion in low-light images, enhance the...
result of rich and full color, and the visual effect is better. Has generalization enhanced for low-light images of real scenes.

**Table 1.** Comparison of indicators of different methods on reference datasets (Where means higher value is better, means lower value is better, red means the best result, blue means the second-best result)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>LOL</th>
<th>SICE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metric</td>
<td>PSNR↑</td>
<td>SSIM↑</td>
</tr>
<tr>
<td>LIME</td>
<td>13.374</td>
<td>0.508</td>
</tr>
<tr>
<td>BIMEF</td>
<td>13.921</td>
<td>0.728</td>
</tr>
<tr>
<td>RetinexNet</td>
<td>17.612</td>
<td>0.653</td>
</tr>
<tr>
<td>SDD</td>
<td>13.352</td>
<td>0.640</td>
</tr>
<tr>
<td>CSDGAN</td>
<td>9.111</td>
<td>0.331</td>
</tr>
<tr>
<td>RUAS</td>
<td>16.532</td>
<td>0.527</td>
</tr>
<tr>
<td>EnlightenGAN</td>
<td>17.546</td>
<td>0.664</td>
</tr>
<tr>
<td>KinD++</td>
<td>17.789</td>
<td>0.766</td>
</tr>
<tr>
<td>Ours</td>
<td>21.365</td>
<td>0.793</td>
</tr>
</tbody>
</table>

**Table 2.** Comparison of NIQE indicators of different methods (↑ means higher value is better, means lower value is better, red means the best result, blue means the second-best result)

<table>
<thead>
<tr>
<th>Metric</th>
<th>Exrdark</th>
<th>DICM</th>
<th>LIME</th>
<th>VV</th>
<th>NPE</th>
<th>MEF</th>
<th>AVERAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDD</td>
<td>4.120</td>
<td>3.937</td>
<td>4.397</td>
<td>3.281</td>
<td>3.701</td>
<td>3.857</td>
<td>3.882</td>
</tr>
<tr>
<td>CSDGAN</td>
<td>5.591</td>
<td>5.782</td>
<td>5.730</td>
<td>4.730</td>
<td>5.179</td>
<td>7.338</td>
<td>5.725</td>
</tr>
<tr>
<td>RUAS</td>
<td>4.404</td>
<td>5.204</td>
<td>5.305</td>
<td>5.326</td>
<td>5.380</td>
<td>5.617</td>
<td>5.206</td>
</tr>
<tr>
<td>KinD++</td>
<td>4.110</td>
<td>3.804</td>
<td>4.722</td>
<td>2.806</td>
<td>3.593</td>
<td>3.737</td>
<td>3.795</td>
</tr>
</tbody>
</table>

**Figure 2.** Visual comparison of different methods.

### 4. Conclusion

Aiming at the problem of low light enhancement, this paper proposes a new multi-scale low-light image enhancement network with regularized contrast. Two positive and negative samples are used to guide the network in learning. Through experimental verification, the proposed algorithm is far superior to most existing low-light image enhancement algorithms, which enhances the quality of low-light images and provides data for subsequent high-order picture processing tasks. In the next work, we will consider optimizing the computing performance of the network so that it can be combined with more realistic scene information, and try to use the model for low-light video processing.
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