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Abstract: The unconstrained finite-sum optimization problem is a common type of problem in the field of optimization, and there is currently limited research on zeroth-order optimization algorithms. To solve unconstrained finite-sum optimization problems for non-convex functions, we propose a zeroth-order optimization algorithm with adaptive variance reduction, called ZO-AdaSPIDER for short. Then, we analyze the convergence performance of the algorithm. The theoretical results show that ZO-AdaSPIDER algorithm can converge to \( \varepsilon \)-stationary point when facing non-convex function, and its convergence rate is \( O(\log T/T^{1/2}) \).
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1. Introduction

In recent years, with the gradual rise of artificial intelligence, optimization algorithms have become an indispensable core method for solving machine learning model problems. At present, optimization algorithms are also widely applied in practical applications, such as image recognition [1], natural language processing [2], question answering system [3], graph neural network [4], etc. In machine learning, we model the loss function of the model, then train the model through the optimization algorithm, and finally find the parameters (optimal solution) that minimize the loss of the model [5]. However, some algorithms require too many iterations in the process of finding the optimal solution, resulting in time-consuming model training. Therefore, designing a simple and efficient optimization algorithm is crucial in machine learning problems and even in the field of artificial intelligence. The gradient descent algorithm is one of the commonly used optimization algorithms, which was proposed by mathematician Cauchy in 1847. In 1951, Robbins and Monro [6] proposed the random gradient descent algorithm, which did not use the calculation of the original gradient, but instead selected the gradient through random sampling during the iteration process, effectively reducing computational complexity. In 2011, Duchi [7] proposed the adaptive gradient descent algorithm, which can adaptively adjust the step size based on the gradient information of previous iterations, greatly improving the efficiency of processing sparse data. Further improving the effectiveness of solving large-scale data and parameter optimization problems, in 2015, Kingma proposed the Adam algorithm [8], which achieves adaptive step size adjustment by calculating first-order and second-order moment estimates of gradients. Recently, Kavis et al. [9] proposed an AdaSPIDER algorithm based on adaptive step size and variance reduction for non-convex finite-sum optimization problems, which provides ideas for algorithm design in this paper. However, the above algorithms are all first-order optimization algorithms, and when the first-order degree information is difficult or even impossible to obtain, traditional first-order algorithms will become ineffective.

Researchers began to use zeroth-order gradient estimators instead of real gradients to solve such optimization problems, resulting in zeroth-order algorithms [10-11]. The zeroth-order optimization algorithm can be seen as a gradient-free version of the first-order optimization algorithm, which mainly estimates the gradient of the objective function through the function value of the objective function, constructs a zeroth gradient estimator [12], and approximates the estimator as a true gradient to be brought into the algorithm for iterative calculation. There are many methods for estimating the zeroth gradient. Currently, a relatively simple method is the binary method, which samples the function values at two or more nearby points of the objective function and reconstructs the gradient of the function using the observed values. This method can approximate the gradient of the function to any precision [13]. In 2018, Liu et al. [14] proposed a coordinate direction gradient estimator with lower function query complexity, and this paper also used this method to estimate the zeroth gradient. In order to solve the constrained optimization problem, Ghadimi and Lan [15] proposed the zeroth-order stochastic gradient descent algorithm (ZO-SGD), and proved that the ZO-SGD algorithm converged at the optimal rate when solving convex optimization problems. This work laid the foundation for subsequent zeroth-order optimization algorithms based on gradient descent. To further improve the convergence performance of the algorithm, Liu et al. [14] proposed several zeroth-order optimization algorithms with variance reduction using gradient tracking technology. This work designed zeroth-order algorithms using two-point random gradient estimators, average random gradient estimators, and coordinate gradient estimators, providing a theoretical basis for zeroth-order algorithms based on variance reduction. Recently, Ji et al. [16] introduced the variance reduction technique SPIDER into the zeroth-order algorithm for the first time. They proposed ZO-SDPDER algorithm using coordinate gradient estimator. The convergence rate of this algorithm for non-convex function is \( O(T^{-1/2}) \).

The iterative updates of the above algorithms are all based on gradient descent, but the above work has not conducted research on the step size when gradient descent occurs. However, in first-order algorithms, researchers have proposed variance reduction optimization algorithms with adaptive step...
optimization problems. Next, we will introduce a new first-order adaptive variance reduction algorithm that has better convergence performance than the aforementioned algorithms. This algorithm utilizes the gradient information of previous iterations to update the adaptive step size, and also combines variance reduction technique SPIDER to control variance. The specific algorithm is shown in Algorithm 1.

<table>
<thead>
<tr>
<th>Table 1. Algorithm 1 AdaSpider</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> Let $x_0 \in \mathbb{R}^d$; Total Iterations $T$; Parameter $\beta_0 &gt; 0$; Parameter $G_0 &gt; 0$; Step size $\gamma_t \in [0, 1]$</td>
</tr>
<tr>
<td><strong>Output:</strong> Sequence ${x_t : 1 \leq t \leq T}$</td>
</tr>
<tr>
<td>1: for $t = 0, \ldots, T - 1$ do</td>
</tr>
<tr>
<td>2: if mod $(t, n) = 0$ then</td>
</tr>
<tr>
<td>3: Compute $\nabla f_t = \nabla f(x_t)$</td>
</tr>
<tr>
<td>4: else</td>
</tr>
<tr>
<td>5: Random and uniform selection $i_t \subseteq {1, \ldots, n}$</td>
</tr>
<tr>
<td>6: Compute $\nabla v_t = \nabla f_{i_t}(x_t) - \nabla f_{i_t}(x_{t-1}) + \nabla v_{t-1}$</td>
</tr>
<tr>
<td>7: end if</td>
</tr>
<tr>
<td>8: Compute $\gamma_t = 1/(n^{1/4}\beta_0 \sqrt{n^{1/2}G_0^2 + \sum_{s=0}^{t} |v_s|^2})$</td>
</tr>
<tr>
<td>9: Update $x_{t+1} = x_t - \gamma_t \nabla v_t$</td>
</tr>
<tr>
<td>10: end for</td>
</tr>
</tbody>
</table>

It can be seen that the algorithm calculates the full gradient every $n$ iteration, and in the remaining iteration rounds, the algorithm recursively updates the variance reduction gradient estimator. The adaptability of this algorithm comes from the update method of the step size in the iteration, which depends on the norm of the gradient estimation generated by the algorithm in the previous iteration.

2.2. Notations

This section will provide the definitions of symbols used in this chapter. In this chapter, all work is carried out in the Euclidean space. All matrices (vectors) are represented by uppercase (lowercase) letters. $A^\top$ represents the transpose calculation of a matrix $A$, $(\cdot, \cdot)$ represents the inner product of a vector, and $\| \cdot \|$ represents the Euclidean norm. In addition, $\sum_t^n$ represents cumulative calculation, $\text{mod}(a, b)$ represents remainder operation, and $[\cdot]$ represents rounding down.

3. Algorithm Design and Assumptions

3.1. Algorithm Design

This algorithm combines the first-order adaptive variance reduction algorithm AdaSpider. In the AdaSpider algorithm, the step size updates are $\gamma_t = 1/(n^{1/4}\beta_0 \sqrt{n^{1/2}G_0^2 + \sum_{s=0}^{t} \|\nabla s\|^2})$, indicating that the calculation of this step size utilizes the gradient constructed during previous iterations, achieving the goal of adaptive adjustment of the step size. Subsequently, the algorithm also utilizes the variance reduction technique SPIDER, with gradient updates as follows:

$$
\nabla f_t = \begin{cases} 
\nabla f_{i_t}(x_t) & \text{if mod}(t, n) = 0, \\
\nabla f_{i_t}(x_t) - \nabla f_{i_t}(x_{t-1}) + \nabla v_{t-1} & \text{otherwise}.
\end{cases}
$$

It can be seen that the algorithm performs a full gradient calculation once in each iteration, and recursively updates the variance reduced gradient in the remaining iterations. We
have retained these two ideas in the algorithm design, and further combined the coordinate zeroth gradient estimator as follows:

$$\hat{\nabla}_{\text{coo}} f_i(x) = \sum_{j=1}^{d} \frac{f_i(x + \mu_j e_j) - f_i(x - \mu_j e_j)}{2\mu_j} e_j$$  \hspace{1cm} (5)$$

Therefore, the gradient update formula of the proposed algorithm is:

$$v_t = \begin{cases} \frac{1}{n} \sum_{i=1}^{n} \hat{\nabla}_{\text{coo}} f_i(x_t) & \text{if } \text{mod}(t,q) = 0, \\ \hat{\nabla}_{\text{coo}} f_i(x_{t-1}) + v_{t-1} & \text{otherwise.} \end{cases}$$ \hspace{1cm} (6)$$

In terms of update step size, we retained the adaptive step size update method of AdaSPIDER, and then proposed the ZO-AdaSPIDER algorithm, as shown in Algorithm 2.

**Table 2.** Algorithm 2 ZO-AdaSPIDER

| Input: | Let $x_0 \in \mathbb{R}^d$; Total Iterations $T$; Parameter $\beta_0 > 0$; Parameter $G_0 > 0$; Step size $\gamma_t \in [0, 1]$; Iteration rounds $q$. |
|--------|
| Output: | Sequence $\{x_t : 1 \leq t \leq T\}$. |
| 1: for $t = 0, \ldots, T - 1$ do |
| 2: if $\text{mod}(t, n) = 0$ then |
| 3: Compute $v_t = \frac{1}{n} \sum_{i=1}^{n} \hat{\nabla}_{\text{coo}} f_i(x_t)$. |
| else |
| 5: Random and uniform selection $j \subseteq \{1, \ldots, n\}$. |
| 6: Compute $v_t = \hat{\nabla}_{\text{coo}} f_j(x_t) - \hat{\nabla}_{\text{coo}} f_j(x_{t-1}) + v_{t-1}$. |
| 7: end if |
| 8: Compute $\gamma_t = 1/(q^{1/4} \beta_0 \sqrt{k^{1/2} G_0 + \sum_{s=1}^{T} \|v_s\|^2})$. |
| 9: Update $x_{t+1} = x_t - \gamma_t v_t$. |
| 10: end for |

3.2. Assumptions

Before analyzing the convergence of the ZO-AdaSPIDER algorithm, first provide some necessary basic assumptions. These assumptions are commonly used in literature related to non-convex optimization algorithms [19-21]. In the remaining proof derivation section of this chapter, we believe that all assumptions are assumed to be valid by default.

**Assumption 1:** Assuming that the objective function $f(x)$ is continuously differentiable and $L$-smooth, there is:

$$\|\nabla f(x) - \nabla f(y)\| \leq L \|x - y\|, \quad \forall x, y \in \mathbb{R}^d,$$ \hspace{1cm} (7)$$

It is equivalent to the following form:

$$f(x) \leq f(y) + \nabla f(y)^T (x - y) + \frac{L}{2} \|x - y\|^2, \quad \forall x, y \in \mathbb{R}^d,$$ \hspace{1cm} (8)$$

Where $L$ is the Lipschitz constant.

**Assumption 2:** Assuming the objective function $f(x)$ is bounded, here is:

$$0 < f(x^0) - f(x^*) < \infty$$ \hspace{1cm} (9)$$

Where $x^* = \arg\min_x f(x)$.

4. Convergence Analysis

4.1. Important Lemma

Before presenting the convergence proof of the ZO-AdaSPIDER algorithm, we first introduce several important lemmas used in the proof section and provide the derivation and proof section of the lemmas. Then, we will analyze the convergence of ZO-AdaSPIDER algorithm for non-convex function, and give the derivation and proof of the theorem.

**Lemma 1:** Sequence $\{x_t : 1 \leq t \leq T\}$ is generated by Algorithm 2, and then we have

$$\sum_{t=0}^{T-1} \|v_t\|^2 \leq O \left( \frac{q^2 T^2}{\beta_0^2} + \|\nabla f(x_0)\|^2 \right)$$ \hspace{1cm} (10)$$

**Proof:** By defining the step size $\gamma_t$ of Algorithm 2, we can obtain $\|x_{t+1} - x_t\|^2 = \|\gamma_t v_t\|^2 \leq 1/\beta_0^2$.

The zeroth-order gradient is approximately $v_t = \hat{\nabla}_{\text{coo}} f_j(x_t) - \hat{\nabla}_{\text{coo}} f_j(x_{t-1}) + v_{t-1}$ at point $x_t$. It can also be equivalent to $v_t = \sum_{s=1}^{T} \\text{mod}(s, q) \hat{\nabla}_{\text{coo}} f_j(x_s) + \|\nabla f(x_{t-1} \mod q)\|$(11)

Then, we have:

$$\|v_t\|^2 \leq \frac{6L^2 q^2}{\beta_0^2} + 12L^2 q^2 \mu^2 + 2\|\nabla f(x_{t-1} \mod q)\|^2$$ \hspace{1cm} (12)$$

For any $t < T$, we find the upper bound of the initial gradient norm $\|\nabla f(x_0)\|$, we can obtain,

$$\|\nabla f(x_t)\| \leq \frac{L t}{\beta_0} + \|\nabla f(x_0)\|$$ \hspace{1cm} (13)$$

We set $\mu = 1/\sqrt{dT}$ can obtain,

$$\sum_{t=0}^{T} \|v_t\|^2 \leq 6L^2 q^2 + 12L^2 q^2 + 12L^2 q^2 \|\nabla f(x_{t-1} \mod q)\|^2 + 2T\|\nabla f(x_0)\|^2$$ \hspace{1cm} (14)$$

At this point, Lemma 1 is completed.

**Lemma 2:** When assumptions 4.1 to 4.2 are met, for all $t \leq T$, we have,

$$\frac{1}{T} \sum_{t=1}^{T} \|\nabla f(x_t)\|^2 \leq \mathbb{E}[(\sum_{t=1}^{T} \|\nabla f(x_t) - v_t\|^2) + \gamma_t (\sum_{t=1}^{T} \|v_t\|^2)]$$ \hspace{1cm} (15)$$

**Proof:** Firstly, we provide the upper bound of $\mathbb{E}[\|v_t - \hat{\nabla}_{\text{coo}} f(x_t)\|^2]$ and then based on the definition of $v_t$, we can obtain,

$$\mathbb{E}[\|\nabla f(x_t) - v_t\|^2] \leq 6q^2 \mu^2 + 3L^2 \mathbb{E}[\sum_{t=1}^{T} \|v_t\|^2]$$ \hspace{1cm} (16)$$

Then we set $n_t = \lceil t/q \rceil$, we can obtain $n_{t+1} \leq t \leq (n_t + 1)q$. When $t = n_{t+1} q$, we have $v_t = \hat{\nabla}_{\text{coo}} f(x_t)$, so, we can obtain $\mathbb{E}[\|\nabla f(x_{n+q}) - v_{n+t}\|^2] = 0$, then we have,

$$\mathbb{E}[\|\nabla f(x_t) - v_t\|^2] \leq 6q^2 \mu^2 + 3L^2 \mathbb{E}[\sum_{t=1}^{T} \|v_t\|^2]$$ \hspace{1cm} (17)$$

Then we have,

$$\mathbb{E}[\|\nabla f(x_t) - v_t\|^2] \leq L^2 d^2 \mu^2 + 6q^2 \mu^2 + 3L^2 \mathbb{E}[\sum_{t=1}^{T} \|v_t\|^2]$$ \hspace{1cm} (18)$$

Next, we perform a sum of expansion and contraction on $t$,

$$\sum_{t=0}^{T} \mathbb{E}[\|v_t - \nabla f(x_t)\|^2] \leq L^2 d^2 (6q + 1)T + 3L^2 \mathbb{E}[\sum_{t=1}^{T} \|v_t\|^2]$$ \hspace{1cm} (19)$$

By defining the step size $\gamma_t$ of Algorithm 2, we can obtain,

$$\sum_{t=0}^{T} \mathbb{E}[\|v_t - \nabla f(x_t)\|^2] \leq \frac{L^2 d^2 (6q + 1)T + 3L^2 \mathbb{E}[\sum_{t=1}^{T} \|v_t\|^2]}{\sum_{t=1}^{T} \|v_t\|^2}$$ \hspace{1cm} (20)$$

Based on inequality $\sum_{t=0}^{T} \|v_t\|^2 \leq T \sum_{t=0}^{T-1} \|v_t\|^2$ and Jensen’s inequality, we can obtain that,

$$\mathbb{E}[\|v_t - \nabla f(x_t)\|^2] \leq \sqrt{T} \mathbb{E}[\sum_{t=0}^{T} \|v_t - \nabla f(x_t)\|^2]$$ \hspace{1cm} (21)$$

We set $\mu \leq 1/\sqrt{dT}$ can obtain,

$$\frac{1}{T} \sum_{t=1}^{T} \|\nabla f(x_t)\|^2 \leq \mathbb{E}[\sum_{t=1}^{T} \|\nabla f(x_t) - v_t\|^2]$$ \hspace{1cm} (22)$$

At this point, Lemma 2 is completed.
Lemma 3: Sequence \( \{x_t : 1 \leq t \leq T \} \) is generated by Algorithm 2 and set \( m_0 = f(x_0) - f(x^*) \), we can have,
\[
\mathbb{E} \left[ \sum_{t=1}^{T} \| \nabla f(x_t) - m_0 \| \right] \leq C \left( m_0 + \frac{\beta_0}{\beta} \log \left( 1 + \sqrt{T} \right) \right) + \sum_{t=1}^{T} \mathbb{E} \left[ \frac{1}{2} \| \nabla f(x_t) - m_0 \|^{2} \right]^{\frac{1}{2}} \cdot \frac{1}{\sqrt{T}} \tag{23}
\]

Proof: Let \( F_t \) denote the filtration at round \( t \), then by the smoothness of \( f(x) \) we have,
\[
\mathbb{E} \left[ f(x_{t+1}) \right] \leq \mathbb{E} \left[ f(x_t) + \frac{1}{2} \| \nabla f(x_t) - m_0 \|^{2} \right] - \frac{\beta}{2} \cdot \mathbb{E} \left[ \| \nabla f(x_t) - m_0 \|^{2} \right] \tag{24}
\]

Then we have,
\[
\mathbb{E} \left[ m_0 \right] \leq 2\mathbb{E} \left[ f(x_t) - f(x_t) + \frac{1}{2} \mathbb{E} \left[ \| \nabla f(x_t) - m_0 \|^{2} \right] \right] + \beta \mathbb{E} \left[ \| \nabla f(x_t) - m_0 \|^{2} \right] \tag{25}
\]

By summing equations (25) from \( t = 0 \) to \( t = T - 1 \), we can obtain,
\[
\sum_{t=1}^{T} \mathbb{E} \left[ \| \nabla f(x_t) - m_0 \|^{2} \right] \leq 2m_0 + \sum_{t=1}^{T} \mathbb{E} \left[ \| \nabla f(x_t) - m_0 \|^{2} \right] \tag{26}
\]

Substitute \( \gamma_t = \frac{1}{(q^4)^{1/2}} \mathbb{E} \left[ \| \nabla f(x_t) - m_0 \|^{2} \right] \) into equation (26),
\[
\sum_{t=1}^{T} \mathbb{E} \left[ \| \nabla f(x_t) - m_0 \|^{2} \right] \leq 2m_0 + \sum_{t=1}^{T} \mathbb{E} \left[ \| \nabla f(x_t) - m_0 \|^{2} \right] \tag{27}
\]

Next, based on the definition of step \( \gamma_t \), we give the lower bound of \( \sum_{t=1}^{T} \mathbb{E} \left[ \| \nabla f(x_t) - m_0 \|^{2} \right] \),
\[
\sum_{t=1}^{T} \mathbb{E} \left[ \| \nabla f(x_t) - m_0 \|^{2} \right] \geq \frac{1}{\gamma_t} \| \nabla f(x_t) - m_0 \|^{2} \tag{28}
\]

By putting everything together we get,
\[
\mathbb{E} \left[ \sum_{t=1}^{T} \| \nabla f(x_t) - m_0 \|^{2} \right] \leq \gamma_t \| \nabla f(x_t) - m_0 \|^{2} \tag{29}
\]

At this point, Lemma 3 is completed.

Lemma 4: Sequence \( \{x_t : 1 \leq t \leq T \} \) is generated by Algorithm 2, we have,
\[
\mathbb{E} \left[ \sum_{t=1}^{T} \| \nabla f(x_t) - m_0 \|^{2} \right] \leq \mathbb{E} \left[ \sum_{t=1}^{T} \| \nabla f(x_t) - m_0 \|^{2} \right] + \frac{1}{\gamma_t} \| \nabla f(x_t) - m_0 \|^{2} \tag{30}
\]

Proof: Let \( F_t \) denote the filtration at round \( t \), by defining the step size \( \gamma_t \) of Algorithm 2, we can obtain \( \gamma_t \leq \gamma_{t-1} \).

Next, we give the upper bound of \( \mathbb{E} \left[ \sum_{t=1}^{T} \| \nabla f(x_t) - m_0 \|^{2} \right] \),
\[
\mathbb{E} \left[ \sum_{t=1}^{T} \| \nabla f(x_t) - m_0 \|^{2} \right] \leq \gamma_t \| \nabla f(x_t) - m_0 \|^{2} \tag{31}
\]

Next, according to the law of expectation, we can obtain,
\[
\mathbb{E} \left[ \sum_{t=1}^{T} \| \nabla f(x_t) - m_0 \|^{2} \right] \leq \gamma_t \| \nabla f(x_t) - m_0 \|^{2} \tag{32}
\]

According to the law of expectation, we can obtain,
\[
\mathbb{E} \left[ \sum_{t=1}^{T} \| \nabla f(x_t) - m_0 \|^{2} \right] \leq \gamma_t \| \nabla f(x_t) - m_0 \|^{2} \tag{33}
\]

Next, we can obtain that,
\[
\mathbb{E} \left[ \| \nabla f(x_t) - m_0 \|^{2} \right] = 0 \tag{34}
\]

Next, we can obtain that,
\[
\sum_{t=1}^{T} \mathbb{E} \left[ \| \nabla f(x_t) - m_0 \|^{2} \right] \leq 0 \tag{35}
\]

At this point, Lemma 4 is completed.

4.2. Convergence Analysis

In this section, we will analyze the convergence of ZOAdaSPIDER algorithm when the objective function is non-convex and then we give its convergence rate.

Theorem 1 When the objective function is non-convex and assumptions 4.1 to 4.2 are met, we let \( m_0 = f(x_0) - f(x^*) \) and \( \mu \leq 1/\sqrt{T} \), then for all \( t \in \{0, \ldots, T - 1\} \) we have,
\[
\mathbb{E} \left[ \sum_{t=1}^{T} \| \nabla f(x_t) - m_0 \|^{2} \right] \leq \frac{1}{\gamma_t} \| \nabla f(x_t) - m_0 \|^{2} \tag{36}
\]

Proof: By using trigonometric inequalities, we can obtain,
\[
\mathbb{E} \left[ \sum_{t=1}^{T} \| \nabla f(x_t) - m_0 \|^{2} \right] \leq \mathbb{E} \left[ \sum_{t=1}^{T} \| \nabla f(x_t) - \mu \|^{2} \right] \tag{37}
\]

According to Lemma 2 and Lemma 3, we can obtain that,
\[
\mathbb{E} \left[ \sum_{t=1}^{T} \| \nabla f(x_t) - m_0 \|^{2} \right] \leq \frac{1}{\gamma_t} \| \nabla f(x_t) - m_0 \|^{2} \tag{38}
\]

By putting everything together we get,
\[
\mathbb{E} \left[ \sum_{t=1}^{T} \| \nabla f(x_t) - m_0 \|^{2} \right] \leq \frac{1}{\gamma_t} \| \nabla f(x_t) - m_0 \|^{2} \tag{39}
\]

By substituting \( \gamma_t \) into equation (39), we can obtain
\[
\frac{1}{\gamma_t} \| \nabla f(x_t) - m_0 \|^{2} \leq \frac{1}{\gamma_t} \| \nabla f(x_t) - m_0 \|^{2} \tag{40}
\]

By putting everything together we get,
\[
\frac{1}{\gamma_t} \| \nabla f(x_t) - m_0 \|^{2} \leq \frac{1}{\gamma_t} \| \nabla f(x_t) - m_0 \|^{2} \tag{41}
\]

At this point, Theorem 1 is completed.

5. Conclusion

In this paper, we design an adaptive variance reduction zeroth-order algorithm (ZO-AdaSPIDER) for unconstrained finite-sum problems. We provide necessary assumptions for algorithm convergence, theoretically proving that ZO-AdaSPIDER is convergent and analyzing its convergence rate. The theoretical results show that ZO-AdaSPIDER has a \( O(\log T / T^{1/2}) \) convergence rate when solving non-convex optimization problems.
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