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Abstract: This paper presents a novel approach to carbon accounting by utilizing the energy use carbon footprint characteristics and data fusion of the electric power system. The method involves analyzing the energy use carbon footprint characteristics of various electric power systems and employing big data analysis and artificial intelligence techniques to accurately evaluate carbon emission sources. The paper outlines the measurement content, model design principles, and model selection strategy, taking into account factors such as carbon data from different sources and the strengths and weaknesses of existing carbon accounting methods. By identifying the factors that influence the carbon footprint of the electric power system under dual carbon targets, a carbon accounting method based on data fusion and the energy use carbon footprint characteristics of the electric power system is proposed. The paper also develops a carbon emission warning model for the electric power system, which can assist businesses and organizations in setting targeted reduction goals.
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1. Introduction

Carbon accounting [1] has emerged as a critical tool in the measurement and management of carbon emissions, particularly in the context of addressing climate change. With the increasing severity of global climate change and energy crises, there is a growing global consensus on the need to reduce carbon emissions. The Paris Agreement, established in 2015, has set a global objective of achieving carbon neutrality by 2050[2-4]. Given this backdrop, effective management and reduction of carbon emissions have gained paramount importance. In this context, carbon accounting has become a prominent research area, given its significance in measuring and managing carbon emissions. Efficiently implementing dual carbon targets, understanding the carbon footprint characteristics and key influencing factors within the dual carbon system, and establishing dynamic carbon accounting models and global monitoring technologies suitable for the dual carbon system hold immense theoretical and practical importance.

Carbon accounting encompasses various methods, including measurement-based and calculation-based approaches [5,6]. Existing greenhouse gas emission accounting methods can be categorized into three main methods: the emission factor method, mass balance method, and actual measurement method [7-11]. A paper referenced as [12] delves into the challenges associated with carbon accounting and its implementation across different organizations. The authors highlight the complexity of carbon accounting, as it requires balancing accuracy, consistency, and certainty within diverse organizational contexts. Another paper referenced as [13] explores the role of carbon accounting in shaping organizations' strategic responses to evolving climate change policies. It emphasizes how carbon accounting influences the decision-making and actions of organizations in addressing climate change challenges. In [14], a position-practice perspective is employed to examine the role of strong structuration in shaping carbon accounting practices. The paper argues that the interplay between societal norms and values and the resources and capabilities of organizations significantly impacts the development and implementation of carbon accounting policies. In China, due to its extensive and diverse infrastructure, it is challenging to apply a single algorithm to cover all carbon accounting scenarios. Therefore, by incorporating multi-level data and integrating information from various sources, the accuracy and robustness of carbon accounting can be enhanced in different environmental contexts.

Data fusion refers to the fundamental theory of integrating multiple sources of information [15]. It involves the automatic processing of information at multiple levels, coordinating and combining various sources of information for detection, correlation, estimation, and integration of multi-level, multi-faceted [16-18], and multi-layer information. The goal is to derive an estimate of the target state and characteristics, as well as situational and trend evaluations. Data fusion involves the combination of data from multiple sensors, regardless of whether they are of the same or different types or located in the same or different places. By fusing data from multiple sensors, the accuracy of the resulting information is generally better than what can be achieved by a single sensor alone.

This article specifically examines the fusion methods for integrating data from multiple sources, considering different time scales and spatial scales. It leverages the advanced predictive capabilities of artificial intelligence technology to conduct carbon accounting within a multi-source data fusion scenario. The primary objective is to enhance the accuracy and robustness of the carbon accounting results.

2. Analysis of Energy Characteristics

This paper focuses on analyzing the energy characteristics of a specific park. Understanding energy consumption patterns is essential for efficient resource management and allocation. To gain a deeper understanding of these patterns, the paper will conduct a detailed analysis of the park's energy
characteristics. The analysis will involve examining the load power timeline, which provides information on the park's power consumption over time. Additionally, the photovoltaic output timeline will be studied to understand the park's solar energy generation patterns. By analyzing these timelines and considering seasonal variables, the paper aims to identify representative energy data and establish typical energy use scenarios. Through this comprehensive analysis, the paper aims to provide valuable insights into the energy consumption patterns of the park, facilitating informed decision-making and efficient energy management.

2.1. Analysis of Target Selection

The energy characteristics are analyzed from four key aspects: load characteristics, distributed photovoltaic characteristics, typical scene characteristics, and other energy sources. Load Characteristics: Load characteristics refer to the patterns of energy consumption in an electric power system. This includes analyzing peak demand, daily fluctuations, and seasonal variations in energy usage. Understanding these patterns is essential for developing an accurate carbon footprint assessment, as different energy generation sources have varying carbon emissions. Moreover, comprehending load characteristics enables optimization of energy generation and distribution within the electric power system, minimizing waste and emissions. Distributed Photovoltaic Characteristics: This aspect focuses on the characteristics of distributed photovoltaic systems. Analyzing the performance, output, and utilization of solar energy generated from distributed photovoltaic sources provides insights into the contribution of renewable energy to the overall energy mix. Understanding these characteristics helps assess the environmental benefits and carbon reduction potential associated with solar energy generation. Typical Scene Characteristics: Typical scene characteristics involve studying specific scenarios or settings within the energy system. This analysis provides an understanding of the energy consumption patterns, energy demands, and related factors in different typical scenes. By examining the energy requirements and usage in these scenarios, it becomes possible to identify opportunities for energy efficiency improvements and carbon emissions reduction. Other Energy Sources: In addition to load characteristics, distributed photovoltaic systems, and typical scene characteristics, this analysis also considers other energy sources within the system. This may include fossil fuel-based energy sources, such as coal, oil, and natural gas, as well as other renewable energy sources like wind, hydro, and biomass. Analyzing the characteristics of these energy sources contributes to a comprehensive understanding of the energy mix and its implications for carbon accounting. By examining these four aspects of energy characteristics, a holistic understanding of the energy system can be obtained, facilitating accurate carbon footprint assessment, optimization of energy generation and distribution, and identification of opportunities for carbon emissions reduction.

Distributed photovoltaic (PV) systems are small-scale, decentralized solar energy generation systems typically installed on individual homes or buildings. Analyzing the energy generation characteristics of these systems is crucial in carbon accounting, as it allows for the assessment of emissions reduction potential by transitioning to renewable energy sources. The performance of distributed PV systems can vary due to factors such as weather conditions, shading, and other variables. Therefore, it is important to consider these factors when conducting a comprehensive carbon footprint analysis. By examining both load characteristics and distributed PV characteristics, a more comprehensive understanding of energy usage and emissions within an electric power system can be obtained. This analysis enables the identification of opportunities for reducing emissions through the adoption of more efficient and sustainable energy generation and consumption practices.

In Figure 1, the load power timeline and photovoltaic output timeline of a specific park are presented. It is evident from the data that there is a notable variation in the load power across different seasons, indicating significant seasonal differences in energy consumption. When analyzing the energy use characteristics of the park, it is crucial to account for these seasonal variables. By considering the seasonal variations and incorporating typical energy use scenarios, it becomes possible to obtain representative energy data. These scenarios help capture the energy consumption patterns and provide a comprehensive understanding of the park's energy use characteristics throughout the year. Taking into account the seasonal variables and utilizing typical energy use scenarios enhance the accuracy and reliability of the analysis, enabling a more comprehensive assessment of the park's energy consumption patterns.

Understanding the energy consumption patterns of a specific area is crucial for effective resource management and allocation. Figure 1, depicting the load power timeline and photovoltaic output timeline, provides valuable insights into the energy consumption characteristics of the park being studied. One notable observation from the load power timeline is the significant variations in load power between different seasons, indicating a substantial variance in energy consumption. This highlights the importance of considering seasonal variables when analyzing energy use characteristics, as they can have a significant impact on energy consumption patterns. To conduct a comprehensive analysis of energy use characteristics, it is essential to obtain representative energy data. This can be achieved by studying typical energy use scenarios that reflect the park's energy consumption patterns. By analyzing these scenarios, a deeper understanding of the energy consumption patterns within the park can be gained, enabling informed decision-making regarding energy management and resource allocation. Taking into account the seasonal variables and utilizing representative energy data obtained through the study of typical energy use scenarios allows for a thorough analysis of energy consumption patterns. This knowledge facilitates effective energy management.
practices and optimizes resource allocation based on the specific characteristics of the park.

2.2. LMDI Analysis Method Principle

The Logarithmic Mean Divisia Index (LMDI) Analysis Method is widely utilized for energy analysis and policy evaluation. It is a decomposition analysis technique employed to quantify the contributions of various factors to changes in energy consumption over time. The LMDI method provides a detailed understanding of the drivers behind energy consumption and how these drivers are influenced by factors such as economic growth, technological advancements, energy and climate policies. The LMDI method involves calculating the Logarithmic Mean Divisia Index by examining the ratio of energy consumption to a set of drivers. These drivers can include variables like GDP, population, energy prices, or any other factors that influence energy consumption. The LMDI value offers a quantitative measure of the contribution of each driver to the overall change in energy consumption over a specific time period. One of the notable strengths of the LMDI method is its capability to account for structural changes within the energy system, such as the transition from conventional energy sources to renewable energy sources. This feature makes the LMDI method a valuable tool for policy makers as they strive to reduce carbon emissions and address the challenges of climate change. By employing the LMDI analysis, policy makers can gain insights into the key drivers of energy consumption and evaluate the effectiveness of different policy measures in achieving energy efficiency and carbon reduction goals. This method aids in identifying opportunities for improving energy efficiency, optimizing resource allocation, and guiding the development of sustainable energy policies.

The LMDI decomposition method is a technique based on the extended Kaya identity. It aims to analyze the factors that influence changes in energy consumption or carbon emissions over a specific period. This method breaks down the carbon emissions scale and identifies the impact factors in a temporal dimension. It also assesses the contribution rates of energy efficiency changes and energy efficiency in the energy structure to carbon emissions. The analysis helps to understand the drivers behind carbon emissions changes and provides insights for policymakers in designing effective strategies to reduce emissions and promote sustainable energy practices.

The LMDI method is a simplified version of the Divisia decomposition method, utilizing exponential analysis. It involves treating the decomposition formula as a continuous and differentiable function of time (t). By differentiating and integrating over time, the exponential form of decomposition is derived:

\[ V = x_1 x_2 \cdots x_n = \prod_k x_k \]  

(1)

Where \( V \) is the target variable; \( x_k \) is the factor variable. Differentiate both sides of the equation with respect to time \( t \):

\[ \frac{dV}{dt} = \frac{d(\prod x_k)}{dt} = \sum_k \frac{d(\prod x)}{dt} x_k = \sum_k x_k \frac{d(\prod x)}{dt} \]  

(2)

By integrating both sides of the above equation over the length of a time interval, we obtain the additive form of exponential decomposition:

\[ \int_0^T \frac{dV}{dt} dt = \int_0^T \sum_k V \frac{d(\prod x)}{dt} = \sum_k \int_0^T V \frac{d(\prod x)}{dt} \]  

(3)

It is evident that the exponential decomposition method, in its additive form, does not include a residual term, making it particularly suitable for decomposition analyses in the energy sector. Consequently, this method is employed in the study to effectively break down and analyze the factors influencing carbon emissions.

3. Multivariate Data Fusion

Artificial intelligence technologies have undergone notable progress in recent years, and these advancements have had significant implications for carbon accounting. The field has benefited from the emergence of Convolutional Neural Networks (CNNs), a type of deep learning algorithm extensively utilized in diverse domains like image classification, speech recognition, and natural language processing. CNNs excel at handling vast quantities of data and identifying patterns within that data. In the realm of carbon accounting and the examination of power system energy carbon footprints, CNNs hold immense potential for enhancing the accuracy and efficiency of the carbon accounting process.

CNNs possess a key strength in their capability to autonomously acquire features and representations from raw data. This attribute proves especially advantageous when analyzing intricate datasets, including those generated by power systems. By learning pertinent features and representations, such as temporal energy usage patterns, CNNs can effectively forecast future energy consumption and carbon emissions.

Another benefit of CNNs lies in their capacity to be trained on large-scale datasets, enabling them to handle highly variable and non-linear data patterns. This attribute renders them well-suited for carbon accounting in power systems, where energy usage and carbon emissions are influenced by a wide array of factors, including weather conditions, economic circumstances, and energy policies.

By integrating CNNs with other machine learning algorithms like decision trees, random forests, and support vector machines, it is possible to achieve enhanced accuracy and robustness in carbon accounting. The outputs obtained from a CNN can be utilized as inputs for decision trees or random forests, enabling these algorithms to make more informed decisions based on the features learned by the CNN.

Artificial intelligence technology, with its capability to analyze big data and train complex models, offers a new avenue for improving the accuracy and reliability of carbon accounting results. The diagram provided illustrates a typical neural network structure.

Each feature matrix in a network layer undergoes a linear
transformation using the weights learned from previous feature layers. This linear transformation is followed by a non-linear activation function, as represented by the provided formula.

\[ y = \text{Activation}(x \cdot W + B) \]  \hspace{1cm} (4)

Where: \( x \cdot W + B \) represents the linear transformation used to fit any region, and \( \text{Activation} \) represents the activation function used to transform from linear to nonlinear. Artificial neural networks repeatedly train and learn from a limited number of samples, continuously correcting and improving during the learning and training process in order to grasp the inherent laws hidden within the limited samples.

The integration of multiple data involves combining data from different sources into a unified dataset. This integration process enhances the accuracy and reliability of carbon accounting by leveraging the complementary nature of various data sources. It can be categorized into pre-feature integration and post-feature integration, as depicted in the diagram provided.

\[ \min_{D} \max_{I} I \left[ D \left( I \left( x \right) \right) \right] + \mathbb{E}_{x \sim p_{x}} \left[ \log \left( 1 - D \left( I \left( x \right) \right) \right) \right] \]  \hspace{1cm} (5)

Where \( p_{x_1} \) and \( p_{x_2} \) are the distributions of two different modes. With \( I \) fixed, the optimal discriminator \( D \) is.

\[ D_{I}^{*}(x) = \frac{p_{x_1}(x)}{p_{x_1}(x)+p_{x_2}(x)} \]  \hspace{1cm} (6)

With this optimal solution, then solving the preceding max-min equation is

\[ L_{D} = -\log(4) + 2 \cdot JSD(p_{x_1} || p_{x_2}) \]  \hspace{1cm} (7)

Since the JSD divergence between two distributions is always greater than or equal to zero, the equation obtains the global minimum value only when. This is exactly the goal of cross-modal adversarial learning. By utilizing the backpropagation optimization of the model parameters, the final output is a carbon emission accounting model under multiple scenarios.

4. Based on Flow Tracking, Carbon Flow Calculation

This study focuses on the analysis of the IEEE 33 node standard distribution system. The system consists of 32 branches and 5 disconnected tie switch branches, forming a radial distribution network. The network structure is illustrated in the accompanying figure, providing a visual representation of the distribution system configuration.

The carbon potential data at each node is show in following table.

<table>
<thead>
<tr>
<th>Node</th>
<th>Carbon potential/gCO₂ · (kW·h)^{-1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>850</td>
</tr>
<tr>
<td>2</td>
<td>850</td>
</tr>
<tr>
<td>3</td>
<td>850</td>
</tr>
<tr>
<td>4</td>
<td>850</td>
</tr>
<tr>
<td>5</td>
<td>850</td>
</tr>
<tr>
<td>6</td>
<td>850</td>
</tr>
<tr>
<td>7</td>
<td>850</td>
</tr>
<tr>
<td>8</td>
<td>850</td>
</tr>
<tr>
<td>9</td>
<td>681</td>
</tr>
<tr>
<td>10</td>
<td>681</td>
</tr>
<tr>
<td>11</td>
<td>681</td>
</tr>
<tr>
<td>12</td>
<td>681</td>
</tr>
<tr>
<td>13</td>
<td>681</td>
</tr>
<tr>
<td>14</td>
<td>681</td>
</tr>
<tr>
<td>15</td>
<td>430</td>
</tr>
<tr>
<td>16</td>
<td>430</td>
</tr>
<tr>
<td>17</td>
<td>430</td>
</tr>
</tbody>
</table>

Based on the analysis, it is determined that Node 21 and Node 22 receive their output from distributed photovoltaics, resulting in a carbon potential of 0 for these nodes. Node 25 has a relatively low carbon potential of 256, mainly due to a significant portion of its output being sourced from
distributed photovoltaics. On the other hand, Nodes 1-8 and Nodes 26-33 receive their output from the public grid, originating from Node 1. Consequently, these nodes have the highest carbon potential at 850. The carbon potential of the other nodes decreases accordingly, as some of their output comes from gas turbines or distributed photovoltaics. By considering the energy characteristics analysis and the LMDI analysis, the carbon flow calculation incorporates seasonal variations in energy consumption and the distribution of carbon emissions across the system. This approach provides a more accurate assessment of the system's carbon footprint, enabling informed decision-making to effectively reduce carbon emissions.

5. Summary

In this study, a carbon accounting method is proposed that utilizes the characteristics of energy carbon footprint in the power system and incorporates multi-dimensional data fusion. By analyzing different types of energy carbon footprint characteristics in the power system and leveraging big data analysis and artificial intelligence technology, this method aims to achieve a more detailed and accurate evaluation of carbon emission sources. The experimental results demonstrate the effectiveness and feasibility of the proposed method.

The application of this method can benefit enterprises, organizations, government departments, and research institutions. It enables accurate assessment of carbon emission levels and trends, facilitating the formulation of targeted emission reduction targets. Additionally, it provides detailed and accurate carbon emission evaluation results, helping to address the challenges posed by climate change.

However, there are still areas for improvement in this method. These include enhancing the acquisition and calibration of carbon emission data and improving the accuracy of the models used. In future work, the researchers intend to explore more efficient and accurate carbon accounting methods. They also plan to validate and refine these methods through real-world applications.
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